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WRF Model: The Aburrá Valley Case Study 13

2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Data and Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Geographical context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

vi



CONTENTS vii

Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Determination of ABL heights using ceilometers . . . . . . . . . . . . . . . 22

Richardson number method: ABL height determination using RWP and

MWR profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Determination of ABL height using Radiosondes . . . . . . . . . . . . . . . 26

WRF ABL forecast assessment . . . . . . . . . . . . . . . . . . . . . . . . 27

2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Assessment of the ABL Detection . . . . . . . . . . . . . . . . . . . . . . . 29

ABL height estimates comparison using radiosondes . . . . . . . . . . . . . 31

ABL height long-term comparison . . . . . . . . . . . . . . . . . . . . . . . 34

ABL height temporal variability . . . . . . . . . . . . . . . . . . . . . . . . 36

ABL height spatial variability . . . . . . . . . . . . . . . . . . . . . . . . . 42

WRF simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2.5 Conclusions and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3 An assessment of the role of surface sensible heat flux and the atmo-

sphere inversion on the Break-Up time in a highly complex terrain 52

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2 Geographical context and datasets . . . . . . . . . . . . . . . . . . . . . . 56

Geographical Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Sensors and datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

Proxies for Qreq . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61



CONTENTS viii

Proxy for Qprov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Role of breakup time in air quality . . . . . . . . . . . . . . . . . . . . . . 64

Role of local and regional meteorology on the breakup time . . . . . . . . . 65

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Qreq vs. Qprov . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Heating efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Daily PM2.5 concentrations as a function of breakup time . . . . . . . . . 78

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4 COMPLEX Experiment: Boundary-Layer interactions in a heavily-urbanized

complex terrain 82

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.2 Experimental Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Geographical context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

COMPLEX sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Long-term in-situ and remote sensing observations . . . . . . . . . . . . . . 91

4.3 Valley meteorology and preliminary findings . . . . . . . . . . . . . . . . . 95

Evolution of key meteorological parameters in a Tropical urbanized valley . 95

Assessment of the valley-wind system in an Andean urbanized valley . . . 97

Surface energy balance on an urbanized cross-section of a tropical Valley . 101

Locally-Scaled turbulence integral statistics . . . . . . . . . . . . . . . . . . 103

4.4 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5 Observed turbulence characteristics in a highly urbanized Andean val-



CONTENTS 1
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Chapter 1

Introduction

1.1 The Atmospheric Boundary Layer in Complex

Terrains

Boundary-Layer Meteorology (BLM) refers to the theoretical, numerical, and experimen-

tal framework that focuses on studying the interactions between the earth’s surface and

the lower troposphere. These interactions are crucial for several applications in various

temporal and spatial scales: from long-term energy balance and climate change assess-

ment to extreme convection and air quality modulation; from agricultural applications

to wind power generation; from homogeneous energy and momentum exchanges in large-

scale regions over the ocean and flat rural areas to heterogeneous behavior on complex

terrains and highly urbanized metropolitan areas. A better understanding of interactions

between the earth’s surface and the lower troposphere implies studying the structure and

variability of the lower troposphere as a result of processes that are better described in the

realm of a combination of fluid dynamics and thermodynamics. The structure of the lower

troposphere includes the different interacting sublayers. Over homogeneous terrain, the

Atmospheric Boundary-Layer (ABL) is defined ”as that part of the troposphere that is

directly influenced by the presence of the Earth’s surface, and directly responds to surface

forcings with a timescale of about an hour or less” (Stull, 1988). By definition, the ABL

is turbulent, which means that the processes of mixing and exchange of energy, momen-

tum, and scalars (i.e., water vapor, carbon dioxide, pollutants) from the Surface Layer

(SL) to the rest of the atmosphere depend on turbulence, both thermal and mechanic

(Stiperski and Calaf, 2018): Relatively low momentum diffusivity, highly convective be-

2
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havior with rapid spatio-temporal changes, and high Reynolds numbers. In this sense, the

small-scale physical processes depicted by the different terms in Turbulent Kinetic En-

ergy (TKE) budget equation modulate the characteristics of large-scale phenomena, such

as atmospheric stability regimes, development of deep convection, atmospheric pollutant

dispersion, the formation of cold-pools, among several others. A careful analysis of the

terms in the budget equation of TKE forms a sound basis for the discussion of observed

velocity variances as well as future model improvements (Christen et al., 2009).

ABL processes and variability have been studied from various perspectives and ap-

proaches, ranging from theoretical studies to data analysis strategies to numerical model-

ing. One of the main challenges in studying the ABL dynamics is the high heterogeneity

of the underlying forcing imposed by the earth’s surface (Roth and Oke, 1993; Roth, 2000;

Noppel and Fiedler, 2002; Ward et al., 2013). Ranging from abrupt changes in orography

to a wide variety of land uses and roughness elements, complex terrain is the rule rather

than the exception, especially when dealing with processes involving anthropogenic mod-

ified environments (Roth and Oke, 1993; Noppel and Fiedler, 2002). Nevertheless, most

of our understanding of turbulence in the ABL is based on an idealized picture of real-life

scenarios, e.g., horizontally homogeneous and flat terrains (HHF), implying that most

of the exchange is vertical, and horizontal contributions are small and negligible (e.g.,

Monin–Obukhov Similarity Theory; Monin and Obukhov (1954)). However, in real-life

situations such as complex mountainous terrains, multiple additional processes interact

and contribute to the exchange variability at different spatial and temporal scales (Zardi

and Whiteman, 2013; Rotach et al., 2015; De Wekker and Kossmann, 2015; Serafin et al.,

2018; Barman et al., 2019). Not to mention that there is an increasing tendency of urban

growth over rather complex environments, such as mountainous valleys, exponentially in-

creasing the complexity and creating the need for reliable models capable of representing

turbulent exchanges and complex flow fields (Moraes et al., 2005; Nadeau et al., 2013;

Baklanov et al., 2015). The chaotic nature of the turbulent flow, as well as the short

timescales and limited spatial extent of turbulent exchange processes, make them very

difficult to represent within a Numerical Weather Prediction (NWP) model (Stiperski and

Calaf, 2018).

The most important driver of the ABL’s spatiotemporal variability and structure is the

Surface Energy Balance (SEB) (Serafin et al., 2018). Over mountains (- valleys), the het-

erogeneous terrain leads to differential surface heating, producing thermally-driven winds

(Whiteman, 2000). Those horizontal temperature/pressure differences lead to upslope,
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up-valley, plain-to-mountain flows during the daytime, and to downslope, down-valley,

mountain-to-plain flows through the night (Whiteman, 2000; Zardi and Whiteman, 2013).

The thermal structure of the ABL within a valley is characterized by a diurnal cycle of

build-up and breakdown of a temperature inversion (Whiteman, 2000). The latter is

conditioned by the incoming solar radiation and the volume of the valley atmosphere,

determined by its geomorphological characteristics (Leukauf et al., 2015, 2017). Some-

times, the inversion cannot be broken up, leading to a multi-layer structure of the valley

atmosphere with different stratifications (Lehner and Rotach, 2018; De Wekker and Koss-

mann, 2015). Under these situations, pollutants will recirculate within the valley, which

could lead to a gradual accumulation, and in some cases, the onset of critical air pollution

episodes (Anquetin et al., 1998; Angevine et al., 2001; Henne et al., 2004; Rendón et al.,

2015; Czarnecka et al., 2019).

In addition to the role of orography, the complexity increases when other surface prop-

erties feature small-scale variability (Serafin et al., 2018), e.g., elements with diverse

roughness placed over steep slopes serving as a momentum sink for the atmospheric flow

and leading to even higher uncertainty for determining the dominant processes that gov-

ern the turbulent exchanges (Wiernga, 1993). At the present time, the ABL structure and

variability over highly-rough surfaces, including urban areas, are less understood (Roth

and Oke, 1993), mainly because of the wide range of geometries (size, shape, and building

arrangements) and materials (radiative, thermal, and moisture properties), showcasing a

wide variety of boundary conditions to the atmosphere (Grimmond et al., 2004; Kotthaus

and Grimmond, 2014; Schmutz and Vogt, 2019). In any given urban area, these properties

are organized uniquely, which may imply that even with increasing experimental efforts,

it could never be enough to develop a consistent theoretical or conceptual framework for

turbulent exchange.

As in the case of the mountainous boundary-layer, several of the assumptions underlying

the derivation of the classical ABL theories are most-likely invalid over rough surfaces

(Rotach, 1993; Roth, 2000; Wood et al., 2010). Large obstacles at the lowest part of

the SL induce mechanical turbulence that challenges the validity of the constant fluxes’

assumption. In those cases, the SL is often treated by dividing it into two layers, the

roughness, and the inertial sublayers. The roughness sublayer is the layer adjacent to the

surface, where the three-dimensional flow adjusts to the effects of the many obstacles.

The microscale flux fields within and just above the urban canopy are highly variable

in space and time and are affected by direct interaction with the roughness elements
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(Raupach et al., 1991; Roth and Oke, 1993; Britter and Hanna, 2003). The turbulent

field within the roughness sub-layer must be considered as three-dimensional (Roth and

Oke, 1993). At some height, z∗, the flow may be considered horizontally homogeneous (in

the time average), and a ’constant’ flux layer establishes. The roughness sublayer extends

up to approximately two to five times the height of the roughness elements (Raupach

et al., 1991). The inertial sub-layer is the region where the boundary layer has adapted

to the integrated effect of the underlying surface, and it is usually treated by standard

atmospheric boundary-layer formulas (Rotach, 1994; Britter and Hanna, 2003).

In an urban environment, the interaction between the airflow and aerodynamically

rough and inhomogeneous surface exert control over the turbulence structure through

different processes (Roth, 2000). Some of the most relevant are:

1. The formation of an intense shear layer near the top of the urban canopy, where the

Mean Kinetic Energy (MKE) of the flow is converted into TKE, resulting in high

turbulence intensity.

2. The presence of bluff-bodies increases the transport of momentum to the surface.

3. In the roughness sub-layer, the diffusivity of the flow is enhanced due to the su-

perposition of turbulent wakes generated by individual roughness elements. Mixing

generated by turbulent wakes behind individual roughness elements efficiently mixes

and diffuses momentum, heat, moisture, or any other scalar quantity.

4. Diverse structures and materials lead to differential heating/cooling of sunlit sur-

faces, forming localized heat and mass plumes, which together with the dynamic

structures of street canyons, comprise a complex system of energy and mass trans-

port, adding spatial and temporal inhomogeneities to the system.

5. Enhanced mechanical mixing due to rougher surfaces in the urban environment,

together with the urban heat island (UHI) effect, results in larger boundary-layer

heights (Moraes et al., 2005).

6. The extreme heterogeneity of urban surfaces, usually at all length-scales, leads to

permanent local advection.

7. Coherent structures∗ such as sweeps and ejections or ramp structures, can emerge

∗Regions of concentrated vorticity, characteristic and flow-specific organization, recurrence, apprecia-

ble lifetime and scale (Fiedler, 1988)
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in signals from the regularity or structure in the surface (Roth, 2000; Arnfield, 2003;

Schmutz and Vogt, 2019)

8. Atmospheric stability near the surface shifts towards the near-neutral range, as a

result of the permanent release of sensible heat due to the UHI and increased shear

production (e.g. Wood et al., 2010; Schmutz et al., 2016).

9. A higher proportion of sealed surfaces and reduced green covers, compared to rural

areas, usually leads to lower evaporation in cities (Oke et al., 1999; Grimmond

et al., 2004), whilst the amount of energy stored in the thermal mass of buildings

and anthropogenic materials becomes a major component of the energy balance

(Grimmond and Oke, 1999; Offerle et al., 2006).

The above-described processes evidence the substantial changes in boundary-layer dy-

namics driven by heterogeneities in both complex topography and the urban surface.

1.2 Experimental studies of the ABL dynamics in

Complex Terrains

Despite the difficulties in generalizing their results, experimental approaches, particularly

field campaigns, are considered fundamental in order to fill the current knowledge gap

concerning turbulent exchange processes over truly complex terrain. In that sense, over

the past thirty years, driven by significant improvements in instrumentation, several re-

search efforts have been devoted to studying the implications of non-ideal surfaces on

turbulence characteristics, based on very detailed and well-planned field campaigns.

Regarding these field experiments conducted in order to investigate the characteris-

tics of turbulent flows in mountainous terrain, one of the key programs is the Mesoscale

Alpine Programme (MAP) Riviera Project (Rotach et al., 2004), which focused on the

boundary-layer features in complex topography, using detailed field observations over the

Alps of southern Switzerland, combined with high-resolution numerical modeling, aiming

to characterize in detail the interactions between Alpine Valleys and the atmosphere. The

Vertical Transport and Mixing (VTMX) experimental study was carried out in the Salt

Lake Valley, Utah (Doran et al., 2002), and the program focused on the night-time stable

stratification and the morning and evening transition periods, and urban areas affected
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by the nearby elevated terrain. The scientific objectives of the Terrain-Induced Rotor

Experiment (T-REX) (Grubǐsić et al., 2008), in The Sierra Nevada (United States), fo-

cused on improving the understanding and predictability of the coupled mountain-wave,

rotor, and boundary layer system. The Mountain Terrain Atmospheric Modeling and

Observations Program, MATERHORN (Fernando et al., 2015), followed four main pil-

lars: modeling, experiments, technology, and parameterizations, all to improve mountain

weather forecasts. Finally, the primary goal of one of the most recent (still in progress)

campaigns, The Innsbruck Box (i-box), performed in the Alpine Inn-Valley (Austria), is

to reach general conclusions about the dynamics of exchange processes over complex to-

pography through a long-term (non-permanent) experimental set-up in combination with

high-resolution numerical modeling (Rotach et al., 2017). In addition to these extensive

projects, there have been a significant number of important single-site short-term studies

addressing exchange processes in mountainous regions (e.g Al-Jiboori et al., 2002; Moraes

et al., 2005; Hiller et al., 2008; Martins et al., 2009; de Franceschi et al., 2009; Pegahfar

and Bidokhti, 2013; Hiller et al., 2008; Helgason and Pomeroy, 2012; Barman et al., 2019).

The rapid increase of urban areas over the last century, and the tendency of the hu-

man population to cluster in these large settlements, have brought the attention of the

scientific community to urban-centered studies. However, the number of experiments and

available data from cities remains small compared with those in natural ecosystems, con-

sidering that the deployment of turbulence, and in general, ABL measurements systems

in densely-urbanized areas is technically and logistically demanding (Grimmond and Oke,

2002; Schmutz and Vogt, 2019). Three main approaches have been followed in order to

investigate the alterations of the urban surface in the surface-layer exchange processes

and turbulence characteristics (Kotthaus and Grimmond, 2014), including:

1. Role of intra-urban variations assessment through simultaneous observations at mul-

tiple sites (in some cases with diverse land-uses) within the same urban area (e.g.,

Two urban sites in Upsala, (Högström et al., 1982); Salt Lake City (Allwine et al.,

2002); three rural, three urban and one suburban location in Basel, (Rotach et al.,

2005); rural, suburban residential, dense urban and industrial areas in  Lódź, (Of-

ferle et al., 2006); four sites of increasing housing density in Melbourne, (Coutts

et al., 2007); urban residential and suburban zones in Essen, (Weber and Kor-

dowski, 2010); Helsinki, (Nordbo et al., 2013); two urban sites in the center of

London (Helfter et al., 2016)).
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2. Studies about the vertical flux variation within (-and above) an urban street canyon

employing simultaneous measurements at different heights, in order to evaluate or

improve microscale urban dispersion models (e.g. Roth and Oke, 1993; Rotach, 1995;

Grimmond et al., 2004).

3. Variations of turbulent fluxes within one land use (e.g., the characteristics of coher-

ent structures in the city of Basel using 12 years of data from single-site experiment

(Schmutz and Vogt, 2019); the impact of site location and heterogeneity of the

urban surface on flux observations on London (Kotthaus and Grimmond, 2014);

multi-seasonal evaluation of energy, water, and carbon fluxes over Swindon (Ward

et al., 2013))

1.3 Objectives and Goals

The main goal of this work is to identify and gain insight into the main processes between

the synoptic- and micro-scale ends of the spectrum of atmospheric motions (including their

cross-scale interactions) that modulate the ABL structure and dynamics over a complex

and highly urbanized low-latitude valley. The Aburrá Valley is located in the Colombian

Andes. The work follows an experimental approach, using multiple data sources, in

order to evaluate the potential contribution of these phenomena on the boundary-layer

variability in the study area. The intention is to shed some light on open questions

regarding boundary-layer characteristics and some of their environmental implications

over such complex terrain, among which are included the following:

1. Regarding the structure and variability of the valley’s boundary-layer, are local-scale

processes more important than the synoptic forcing?

2. Which are the implications of the structure and variability of the ABL on particular

matter concentrations in an urbanized valley?

3. In a complex terrain and urbanized site, which feature the high heterogeneity of

the urban surface or the rugged topography, exert more control over the exchange

processes within the surface-layer?

4. Do the traditional boundary-layer scaling concepts hold over complex terrain and

urbanized surfaces, so far from ideal terrains?



1.4. METHODOLOGY AND OBSERVATIONS 9

1.4 Methodology and observations

Geographical Context: The Aburrá Valley

The Aburrá Valley is 64 km in length, and it is located in Colombia, in the Central

Andes mountain range between 6.0o and 6.5oN and 75.3o and 75.6oW. The orientation of

the valley is predominantly south-to-north, south-to-northeast. The widest cross-section,

from ridgeline to ridgeline, is 18.2 km, with a relatively flat section of approximately 8

km at the bottom of the valley. The narrowest section of the valley is around 3 km wide.

The basin outlet is at 1290 m asl.

Figure 1.1: Geographical context of the Aburrá Valley, located in the tropical Andes, in Colom-

bia, Department of Antioquia.

The area of the metropolitan region is 1152 km2. Medelĺın, the largest and most

populated city, is also the nucleus of the metropolitan area. Regarding the socio-economic

aspects, Medelĺın exhibits high wealth inequality, with a Gini index of 0.47 (Restrepo et al.,

2016), a statistical measure often used to gauge the income gap between the richest and

the rest of the population. Urban population in the Aburrá Valley corresponds to 59%

of the population of the entire state, and 95% of the population settled in the valley is

concentrated in an area of about 340 km2 (about 0.55% of the state’s area, and 30% of
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the valley’s surface area).

From the turbulent exchange point of view, the region’s complexity is due to the rugged

topography together with the highly urbanized area. Additionally, the urban land cover

reaches, in some cases, three-quarters of the hill-slope, exacerbating climate-related risks,

especially flooding and landslides. The high population density in this geographic setting

leads to several environmental concerns, including the recurrent onset of critical air quality

episodes as a consequence of the high demand for fossil fuels linked to motor vehicles and

industries, and the limited ventilation of the valley’s atmosphere to disperse pollutant

emissions.

Observational datasets

Due to its complexity regarding geomorphological configuration and demographical dy-

namics, not to mention the high predisposition of this particular region for several risk

management related issues, the Aburrá Valley could be considered a natural lab for study-

ing the complexity of surface-atmosphere interactions and the resulting impacts on the

ABL structure and dynamics. The latter is the main reason for why the Aburrá Valley has

the densest hydrometeorological and air-quality network in the region (more than 900 mea-

surement sites) and has the most robust early warning system (SIATA, www.siata.gov.co)

in the country, responsible not only for displaying and managing real-time information

but also, but it is also in charge of building community resilience through education and

social outreach, and warnings associated with climate-related risks. SIATA also perform

research projects involving local environmental processes in the region (e.g., Herrera-Mej́ıa

and Hoyos, 2019; Roldán-Henao et al., 2020; Hoyos et al., 2019, 2020).

Also, as part of this study, a land-atmosphere energy exchange field campaign was de-

signed and implemented in order to collect the relevant data to assess the main questions

outlined before. In 2018, the COMPLEX (COmplex terrain Measurement Project for

Land-atmosphere Energy eXchanges) campaign was designed and implemented, attempt-

ing to supplement the existing set of instruments providing observations of boundary-layer

processes at larger-scales, with turbulence measurements. COMPLEX comprises seven

measurement sites displayed in a cross-section of the Aburrá Valley and the Valley bottom.

Each site is equipped with an integrated 3D sonic anemometer and CO2/H2O open-path

gas analyzer (IRGASON - Campbell Scientific), a net radiometer (Kipp & Zonen), and a
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multiparametric meteorological sensor (Thiess). The goal of the campaign is to provide

long-term flux measurements in one of the region’s highest urbanized and topographically

complex areas for assessing the variability of boundary-layer processes. More detailed

information about the set-up of the COMPLEX stations is included in Chapter 2.

1.5 Thesis outline

The structure of this document was decided considering that, once in final form, Chapters

3, 4 and 5 will be submitted to be considered for publication in peer reviewed journals

(Chapter 2 is already published). For this reason, this thesis includes four main self-

contained chapters (Chapters 2 to 5) with the results of the evaluation of the boundary-

layer dynamics in a highly complex terrain at different spatio-temporal scales and some

of the interactions between them.

Chapter 2 ”Characterization of the Atmospheric Boundary Layer in a Narrow Tropical

Valley Using Remote Sensing and Radiosonde Observations, and the WRF Model: The

Aburrá Valley Case Study” (Herrera-Mej́ıa and Hoyos, 2019) compares different tech-

niques for the determination of the boundary-layer height in the Valley using several

sources of information, in order to characterize its spatio-temporal variability associated

with other meteorological parameters.

Chapter 3 ”An assessment of the role of surface sensible heat flux and the atmosphere

inversion on the Break-Up time in a highly complex terrain” explores the trade-off between

observed proxies of the energy provided to the valley atmosphere, and of the energy

required to erode the nighttime inversion, and the associated consequences of the breakup

time in pollutant dispersion in the Valley.

Chapter 4 ”COMPLEX Experiment: Boundary-Layer interactions in a heavily-urbanized

complex terrain” gives an overview of the COMPLEX experiment, including a detailed

description of the sites and all the complementary instrumentation and data available in

the Aburrá Valley. Some preliminary findings are also included in order to highlight the

research potentialities of this experiment.

Chapter 5 ”Observed turbulence characteristics in a highly urbanized Andean valley.

The Aburrá Valley Case Study” examines the applicability of local scaling to flux-variance

relationships in order to characterize turbulence properties over a non-ideal surface.
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In addition to these four chapters, a final conclusions and recommendations chapter

is included, trying to bring together the overall findings and still open questions of this

work.



Chapter 2

Characterization of the Atmospheric

Boundary Layer in a Narrow Tropical Valley

Using Remote Sensing and Radiosonde

Observations, and the WRF Model: The

Aburrá Valley Case Study

Laura Herrera-Mej́ıa1, Carlos D. Hoyos1

1Universidad Nacional de Colombia, Sede Medelĺın, Facultad de Minas, Departamento de Geo-

ciencias y Medio Ambiente

2.1 Abstract

The spatiotemporal evolution of the atmospheric boundary layer (ABL), in a narrow,

highly complex terrain located in the Colombian Andes, is studied using radiosondes

and remote sensing equipment. Different techniques are implemented to automatically

estimate the ABL height using ceilometer backscattering profiles and a combination of

a radar wind profiler and microwave radiometer retrievals. The large aerosol load from

anthropogenic emissions within the valley allows the use of ceilometer-based ABL height

detection methods, especially under stable atmospheric conditions. Convective atmo-

spheres, however, favor aerosol dispersion, increasing the uncertainty associated with the

estimation of the convective boundary layer using ceilometers. In contrast, the multi-

sensor technique is more robust, performing better in stable and unstable conditions.

13
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All ceilometer-based methods and the multisensor scheme capture the observed ABL

height diurnal cycle. The main difference among ABL height retrievals occurs in the

afternoon and during the night when Richardson number estimates tend to detect the

top-down contraction of the residual layer, while ceilometer-based estimates detect the

sudden bottom-up onset of the nocturnal stable layer. The results also show that intra-

annual and annual variations of cloudiness strongly condition the ABL expansion, leading

to a modulation of the ABL height diurnal cycle. The amount of aerosol particles near

the surface is influenced by the evolution of the ABL, modifying the available control

volume for the pollutants to interact and disperse. The evolution of ABL over the slopes

and at the valley floor differs as a result of the local thickening associated with upslope

winds. Weather Research and Forecasting model simulations, from a climatological point

of view, skillfully simulate the observed ABL height concerning both the diurnal and

annual cycles; the model skill is higher over the valley floor than over the slopes.

2.2 Introduction

A better knowledge of the atmospheric boundary layer (ABL) structure and dynamics is

fundamental to understand the mechanisms associated with the behavior of meteorological

variables in urban areas (Baklanov and Mahura, 2009), the evolution of air pollutant

dispersion and disposal in the atmosphere (Nieuwstadt and van Dop, 1982; Kastner-

Klein and Rotach, 2004), and the development of deep convection on different spatial

scales (Mapes, 2000; Nesbitt and Zipser, 2003; Rochetin et al., 2014). The triggering

of local convection strongly depends on the spatiotemporal variability of near-surface

processes, determining the diurnal cycle of rain showers and thunderstorms as daytime

solar radiation heats the surface, triggering thermal instability (Betts et al., 2002; Nesbitt

and Zipser, 2003; Liu and Liang, 2010; May et al., 2012). The convective boundary layer

(CBL) plays a fundamental role by acting as an interface for exchanging momentum,

water vapor, gases, and pollutants from the surface into the free atmosphere (Betts,

1973). Fair weather cumuli are, for example, a result of the near-surface exchanges;

hence, their life cycle is strongly coupled to the variability of surface fluxes in the ABL

(Chandra et al., 2013; Brown et al., 2002; Betts and Viterbo, 2005). The diurnal cycle

of lower troposphere processes, which are governed by the incidence of solar radiation,

also controls the state of atmospheric stability and evolution of the ABL, modulating

the concentration of pollutants from mobile and fixed sources (Yu et al., 2001; Whiteman
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et al., 2014). The ABL height determines the control volume for pollutants to disperse (De

Wekker and Kossmann, 2015; Lotteraner and Piringer, 2016): when the meteorological

conditions are not favorable for the growth of the CBL, anthropic emissions build up and

lead to critical air pollution episodes. In this sense, the ABL height implicitly determines

the pollutant concentration (Dabberdt et al., 2004; Eresmaa et al., 2012; Wiegner et al.,

2014). Consequently, in recent years, urban meteorology has become a priority for city

planning and human health studies (Di Sabatino et al., 2013; Shrivastava et al., 2014).

Despite the importance of the ABL dynamics, there is not a single, reliable and widely

accepted technique to retrieve mixing heights (Seibert et al., 2000). The lack of a robust

tool is particularly critical for complex terrains where the challenge not only is restricted to

the development of an ABL height retrieval algorithm but also extends to the definition of

the ABL itself. De Wekker and Kossmann (2015) and Lehner and Rotach (2018) highlight

current challenges in our understanding of the ABL over mountainous terrain, noting

that it exhibits a multilayered structure and that the existing detection methods might

be inefficient or represent different components of an intertwined dynamic. Numerous

definitions and methods result in a wide range of estimates from in situ and remotely

sensed measurements (Eresmaa et al., 2012; Lotteraner and Piringer, 2016). Indeed,

evidence from previous studies suggests that using more than one method and different

data sets is highly recommended to overcome the deficiencies of individual techniques

(Emeis et al., 2008; Quan et al., 2013; Uzan et al., 2016; Wang et al., 2016; Su et al.,

2017) and, in complex terrains, to capture the footprint of different processes, resulting in

a multilayered structure. Among the most widely used methods are the gradient method

using radiosondes (Seidel et al., 2010; Lee et al., 2014), the minimum gradient method,

maximum variance using ceilometer profiles (Hayden et al., 1997; Stachlewska et al., 2012),

and the bulk Richardson number method (Stull, 1988; Chandra et al., 2014; Zhang et al.,

2014a).

Radiosondes are still widely regarded as the most accurate method for mixing layer

height retrievals, especially for enabling direct measurements of temperature, humidity,

and pressure (Lokoshchenko, 2002; Hennemuth and Lammert, 2006; Seidel et al., 2010;

Emeis et al., 2012; Sawyer and Li, 2013; Zhang et al., 2014b; Lee et al., 2014). However,

their limited temporal resolution does not allow the detailed evaluation of ABL evolu-

tion throughout the entire diurnal cycle. A significant improvement in remote sensing

techniques over the past sixty years, in particular over the past two decades, has al-

lowed researchers to use vertical profiles from active remote sensing instruments, such as
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ceilometers, lidars, and radar wind profilers (RWPs), as well as passive sensors such as

microwave radiometers (MWRs), for long-term ABL height retrievals (Hennemuth and

Lammert, 2006; Nisperuza, 2015; Sundström et al., 2009; Bianco et al., 2011; Stachlewska

et al., 2012; Hannesdóttir, 2013; Lotteraner and Piringer, 2016; Uzan et al., 2016), facili-

tating the study of the ABL temporal evolution.

The Aburrá Valley, a low-latitude highly complex mountainous terrain located between

the Colombian west and central mountain ranges, is home to approximately four million

people living in an area of 1152 km2 and has endured the onset of critical air quality

episodes during recent years (Figure 2.1a). The evidence suggests a substantial modula-

tion of the local air pollutant concentration associated with ABL variability. In March

2016, a critical air quality episode highlighted the relationship between local meteoro-

logical conditions, ABL variability, and pollutant concentrations (Figure 2.1b). Pérez

Arango (2008), Correa et al. (2009), and Pérez Arango et al. (2011) used wind and vir-

tual potential temperature vertical profiles from a short field experiment (3 days in 2006

and one day in 2017) using pilot and tethered balloons to study boundary layer winds

and their interaction with the free atmosphere. Their results suggest a change in the

atmospheric stability, from stable to neutral conditions, at approximately 10:00 am LT.

Nisperuza (2015), using a 532 nm lidar, presented evidence of a marked mid-morning

transition between the stable and convective layers. The results of these studies represent

the first observational steps towards a better understanding of ABL evolution within the

Aburrá Valley. Despite the advances, there is a need for a long-term continuous ABL

height dataset to identify and study the meteorological and climatological conditions that

modulate the ABL dynamics and lead to critical air quality episodes.

The central aim of this study is to examine the ABL height variability over the Aburrá

Valley, on different time scales, associating it with the evolving regional climate and the

meteorological conditions within the valley that are important in modulating the ABL

behavior on the local scale using observational evidence and limited-area numerical sim-

ulations using the Weather Research and Forecasting (WRF) model. In this work, ABL

height refers to the distance from the surface (ground level) to the top of the boundary

layer. There is a growing need for skillful ABL numerical simulations and forecasts associ-

ated with evaluating air quality projections and urban planning scenarios (Baklanov and

Mahura, 2009; Wagner et al., 2014; Shrivastava et al., 2014). Moreover, correct simulation

of the ABL using climate and weather models is vital for pollutant dispersion modeling,

and it also conditions the overall skill of numerical weather prediction models (van der
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Figure 2.1: a) Monthly evolution of the average PM2.5 concentration in the Aburrá Valley (teal

line). The spatial average is computed using eight PM2.5 stations (BAM1020). The period of

the PM2.5 records is from January 2014 to March 2019, with an hourly temporal resolution. b)

Annual cycle of the average PM2.5 concentration in the Aburrá Valley (cyan line). The magenta

line corresponds to the 2016 PM2.5 monthly concentrations. In both cases, the teal/cyan shadow

corresponds to the mean value +/- one standard deviation representing the variability.

Kamp and McKendry, 2010; Di Giuseppe et al., 2012; Zhang et al., 2014a). This work

includes the development and implementation of both conventional and new methods to

retrieve ABL heights based on information from radiosonde campaigns, ceilometers, a

RWP, and a MWR. The remote sensors operate continuously as part of the Sistema de

Alerta Temprana de Medelĺın y el Valle de Aburrá (SIATA, www.siata.gov.co). In section

2, we present a description of the data used for the ABL assessment and the different

techniques implemented to estimate ABL heights from single-sensor measurements and

by combining the retrievals from multiple instruments. Section 2 also includes a descrip-

tion of the numerical model configuration and the experimental set-up. Section 3 presents

the results of the ABL height spatiotemporal analysis, identifying the climate and meteo-

rological conditions favoring the pollutant dispersion in the Aburrá Valley. An evaluation

of the ABL height simulation and forecast skill for the Aburrá Valley is also included in

section 3. Finally, section 4 presents the most important conclusions of the study.
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2.3 Data and Methodology

Observational and theoretical evidence suggests there are significant gradients of different

meteorological variables in the lower troposphere due to the transition between the ABL

and the free atmosphere, allowing the use of vertical profiles of atmospheric variables

to infer the ABL height (Chandra et al., 2014). The vertical structure of the aerosol

concentration, virtual potential temperature (θv), wind speed and relative humidity are

some of the most commonly used profiles for indirect ABL height estimates. The ABL

retrieval methods proposed in this work use data from various ceilometers, a microwave

radiometer, and a boundary layer radar wind profiler. ABL height retrievals are compared

to estimates using radiosonde data during intensive observation periods (IOPs).

Geographical context

Figure 2.2 shows the geographical context of the Aburrá Valley and the location of the

remote sensing equipment used for ABL estimates. The valley is 64 km long, and it is

located in the Central Andes mountain range between 6oN and 6.5oN and 75.3oW and

75.6oW. The widest section of the valley, from divide to divide, is approximately 18.2 km

wide, and the width of the narrowest section is approximately 3 km. Most sensors are

installed on the base of the valley except for the southernmost ceilometer, installed at the

western hill, allowing the evaluation of ABL structure dependence on topography inside

the valley.

Data

Ceilometer data

Ceilometers provide information about the laser-pulse energy that is backscattered by

clouds and other atmospheric components, including particulate matter, which is ex-

pressed as the backscattering attenuated coefficient (β) (Emeis et al., 2009; Münkel and

Roininen, 2010; Kambezidis et al., 2012). Measured profiles from three Vaisala CL51

ceilometers, installed at different locations inside the valley (see Figure 2.2), are used to

estimate ABL heights. Vaisala CL51 ceilometers work at the 910 nm wavelength and
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Figure 2.2: Geographical context of the Aburrá Valley, located in Colombia, Department of

Antioquia. The map shows, in white to blue colors, the main topographic features of the

region and the location of the remote sensing equipment used in this study, according to the

following convention: C → Ceilometer, MWR → Microwave Radiometer, RS → Radiosonde,

RWP → Radar Wind Profiler. Most sensors are located at the base of the valley, except for the

southernmost ceilometer (Itagǘı ceilometer), which is installed at a considerably higher altitude

than the valley floor and at the western hill. The MWR is located at SIATA’s main operations

center (Torre SIATA).

emit a laser signal every 67 ns, providing backscattering attenuated coefficient measure-

ments with a vertical resolution of 10 m and temporal resolution of 16 s. Ceilometer

profiles are available continuously (with some missing data periods) since October 2014

and November 2015, at the Torre Siata and Itagǘı sites, respectively

MWR data

MWRs measure the radiation emitted by atmospheric gases at submillimeter-to-centimeter

wavelengths and are useful for retrieving the thermodynamic state of the atmosphere at

different levels, allowing the assessment of atmospheric stability in real time. The Aburrá

Valley MWR (Figure 2.2) is a Radiometrics MP-3000A profiler and provides continuous
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retrievals of temperature, relative humidity and liquid water up to a height of 10 km

above the surface under nearly all weather conditions. The MWR is located at the top

of the SIATA main operations center on the valley floor, approximately 60 m from the

surface, and it provides vertical profiles with variable spatial resolution: 50 m from the

surface to 500 m, 100 m up to 2 km, and 250 m up to 10 km. Thermodynamic profiles

are available with a 2-minute time resolution, and the data record spans from January

2013 to the date.

RWP data

Doppler radars used for vertical wind profiling rely on refractive index variations caused

by changes in humidity, temperature, and pressure. The Aburrá Valley wind profiler

(see Figure 2.2), a RAPTOR VAD-BL by DeTect Inc., works at a nominal frequency of

915 MHz, reaching up to 8 km above the surface under high humidity conditions (Lau

et al., 2013). The RWP is designed to measure the wind profile in different modes that

differ in their vertical resolution and in the atmospheric domain. In our case, we use two

overlapping modes: in the higher resolution mode (60 m), the RWP measures the wind

profile from 77 to 3500 m, and in the lower resolution mode (72 m) from 2500 to 8000

m. In this study, we only use the higher resolution mode since the ABL was never higher

than 3500 m. The temporal resolution is five minutes. The radar was installed in January

2015.

Radiosonde data

Three five-day radiosonde IOPs were conducted from January 28 to February 2 (IOP 1),

from March 24 to March 28 (IOP 2) and from May 4 to May 8 (IOP 3), in 2015. During

each IOP, there were eight radiosonde flights per day launched at the base of the valley

from the Torre SIATA site, resulting in a total of 120 atmospheric profiles. The design of

the IOPs responds to the aim of sensing the atmosphere during the three main seasons

in the Andean Region of Colombia: dry, dry-to-wet transition and wet seasons; however,

anomalous meteorological conditions resulted in atmospheric behavior different from the

typical climatological patterns expected over the region. During the three IOPs, the sur-

face air temperature, surface wind speed, and surface relative humidity were remarkably

homogeneous, and they were characterized by persistent cloudiness, particularly during
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Figure 2.3: Vertical profiles of lower troposphere air temperature, potential temperature and

wind speed during the three Radiosonde IOPs. The left, center and right columns represent

Radiosonde IOP 1, 2 and 3, respectively. The horizontal dashed line corresponds to the average

depth of the valley.

early morning hours, and isolated precipitation events. The average surface air temper-

ature for the entire 5-day period was 21.8, 21.7 and 23.2 oC, respectively. The average

surface wind speed was 3.1, 2.9, and 3.2 ms−1 for IOPs 1, 2 and 3, respectively, and the

average relative humidity was 61.4, 61.8 and 55.5 %. The most salient difference among

the three IOPs is the cumulative rainfall: 2.2, 16.4, and 6.8 mm, respectively. These

differences, however, do not considerably condition the behavior of the atmospheric sta-

bility during the IOPs. Figure 2.3 presents the measured vertical profiles of the lower

troposphere air temperature, virtual potential temperature, and wind speed for the three

IOPs for the first 3 km showing a marked diurnal cycle. The amplitude of the diurnal

cycle is particularly high up to approximately 2-2.5 km, where the direct influence of

the surface seems to decay considerably. Despite the apparent regularity, the maximum

height of the thermal expansion varies from day to day, unequivocally leading to ABL

variability. Regarding the wind speed, it can be seen that the magnitude is considerably

higher above the valley, as expected, with values inside the valley typically less than 3

ms−1 and approximately 8 ms−1 at 2 km.
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In-situ, satellite, and reanalysis data

In addition to the atmospheric profiles obtained using ceilometers, MWR, RWP, and

radiosondes, we use in-situ records of fine particulate matter (PM2.5) concentration from

eight BAM1020 (MetOne equipment) monitoring stations installed in the valley, 5-minute

precipitation records from two tipping-bucket gauges installed at Torre SIATA, 1-minute

radiation from a Kipp & Zonen pyranometer also at Torre SIATA, and 1-minute wind

speed and direction from two Vaisala all-in-one WXT520 weather stations installed at

the Torre SIATA and Itagǘı sites. In addition to the in-situ data, we also use the 3-

hourly Tropical Rainfall Measuring Mission (TRMM) 3B42 v7 product, which is in good

agreement with in-situ stations globally and regionally (TRMM, 2011; Kummerow et al.,

1998; Huffman et al., 2007; Ceccherini et al., 2015), and low-, medium-, and high-level

cloud data from the ERA-Interim global reanalysis project (Dee et al., 2011). The TRMM-

3B42 v7 product has a 0.25◦ by 0.25◦ spatial resolution, and a coverage spanning the

entire zonal band from 50◦S to 50◦N. The spatial resolution of the ERA-Interim data set

is approximately 80 km.

Determination of ABL heights using ceilometers

ABL height detection methods using ceilometer backscatter intensity (BI) profiles are

based on the assumption that a significant aerosol concentration reduction takes place at

the top of the ABL, in the transition between the well-mixed near-surface troposphere and

the ”free” troposphere. During fair-weather days, BI profiles often provide an excellent

depiction of the ABL evolution within the valley and throughout the day. Figure 2.4a

shows an example of the ceilometer BI for May 9, 2015. A 300-400 m high stable layer is

clearly observed between 03:00 and 09:00 LT. A secondary layer transition, with a smaller

BI amplitude, is positioned between 1000 and 1500 m between 00:00 and 04:00 LT. The

latter corresponds to the residual layer. At approximately 09:30 LT, the stable layer tends

to disappear due to the transition to a CBL. The onset of the CBL generates a reduction

in BI, and consequently, the ABL is significantly more difficult to detect using aerosols as

a proxy. Initiation of the CBL leads to the formation of fair-weather cumuli with a height

of 2-3.5 km between 10:00 and 18:00 LT. This behavior is observed until 16:00-18:00 LT

when the mixing processes cease, and the onset of the stable layer starts to occur.

The ceilometer-based methods allow the identification of internal layers within the
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Figure 2.4: a) Evolution of the ceilometer BI vertical profiles (blue to red colors) for May 9,

2015. Colors represent BI measured by the SIATA Vaisala CL51 ceilometer located at the center-

bottom of the valley. The lines correspond to the vertical cross-section of the ABL structure over

land (modified from Garratt (1992)). The Figure shows a remarkable correspondence between

aerosol and fair-weather cumuli dynamics during the day and the prototypical evolution of the

ABL. b) Average ceilometer BI for May 9, 2015, between 09:30 and 10:00 local time. c), d), e)

and f) ABL height detection for May 9, 2015 using the minimum gradient method, maximum

variance scheme, Richardson number-based multisensor methodology, and a wavelet transform-

based method, respectively. The horizontal red area in e) marks the estimated ABL height using

Ribc from 1 to 5, and the vertical red dashed lines correspond to Ribc =1 and 5.

ABL caused by weak mixing and stratification (Emeis et al., 2008; Young, 2013; Young

and Whiteman, 2015). Most profiles are complex and show multiple breakpoints due

to aerosol accumulation on weakly mixed layers, the presence of clouds, high humidity

conditions, and the inherent multilayer nature of ABL in complex terrains (Martucci et al.,

2010; Lehner and Rotach, 2018; Serafin et al., 2018). The ceilometer-based ABL height

detection methods used herein correspond to the minimum gradient method, maximum

variance scheme, and a continuous wavelet transform-based technique. Considering the

ABL definition by Stull (1988), we use 30-minute average BI profiles for ABL detection to

maximize the signal-to-noise ratio, concomitantly providing sufficient information about

the ABL structure and temporal variability.
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Minimum gradient and maximum variance methods

One of the most common tools for determining the ABL height using BI profiles is the

vertical gradient method proposed by Hayden et al. (1997), which has been used by

several authors (Steyn et al., 1999; Muenkel et al., 2004; Emeis et al., 2012; Stachlewska

et al., 2012). The minimum of the vertical gradient profile is considered to be the ABL

height. Figure 2.4b shows the average ceilometer BI for May 9, 2015 (Figure 2.4a),

between 09:30 and 10:00 LT, and as an example, Figure 2.4c shows the results for the

ABL height detection using the minimum gradient method. On the other hand, the

maximum variance method locates the sharpest changes in the BI profiles due to the

layer transition by finding the maximum variance in the vertical profile. The variance

profile is calculated using a 200 m sliding window. Figure 2.4d shows the detection using

the maximum variance method.

One of the main advantages of ceilometers is the ability to operate continuously under

any atmospheric conditions. However, in the presence of rain, cloud droplets, and hail,

light is scattered more efficiently in comparison to aerosol-only scattering (Young, 2013).

As a result, the profiles do not represent the typical behavior in the atmosphere, and

the transition between layers becomes almost impossible to detect. Therefore, clouds and

precipitation have to be filtered out before determining the ABL height using ceilometers.

To overcome this issue, we developed a simple algorithm to detect cloud layers in the

profiles and subsequently filter them out using linear interpolation of BI between the

cloud-free edges to complete the missing data where the cloud is located.

Continuous wavelet transform-based method

The vertical distribution of aerosols in the troposphere is the result of complex nonlinear

interactions among several physical processes occurring on a broad set of temporal and

spatial scales. This interaction and multilayer structure of the ABL in mountainous ter-

rains (Lehner and Rotach, 2018; Serafin et al., 2018) imposes difficulty in the automatic

determination of the ABL height. A spectral analysis tool such as the wavelet transform

is ideal for detecting changes in the BI profile associated with the height of the ABL

by isolating the appropriate spatial scales and identifying the maximum variance close

to the surface. Various authors have successfully used wavelet-based strategies for auto-

matic ABL detection (Morille et al., 2007; Baars et al., 2008; Cohn and Angevine, 2000;
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Granados-Munoz et al., 2012). However, most studies have used the Haar function as the

mother wavelet and a fixed dilation parameter. In this paper, we use the full discretization

of the continuous wavelet transform (CWT) technique following the formulation described

by Torrence and Compo (1997) using Morlet and Paul wavelets.

The methodology proposed herein for ABL detection using CWT is performed by (i)

constructing the wavelength-height wavelet spectrum; (ii) integrating the wavelet spec-

trum on selected spatial scales corresponding to the vertical extent of the physical pro-

cesses involved in the ABL structure, in this paper on scales ranging from 50 to 500

m; (iii) detecting, bottom-to-top, the maxima in the band-passed spectrum, where the

ABL height typically corresponds to the first maximum; and (v) nevertheless, checking the

relative magnitude of the subsequent spectral peaks to guarantee the presence of a consid-

erable BI reduction. If the reduction is not significant, the algorithm selects the following

spectral peak, and step (v) is repeated. Figure 2.4f shows the ABL detection for the pro-

file in Figure 2.4b using the CWT-based scheme. The Figure shows the wavelength-height

spectrum, the band-passed spectrum, and the selection of the maximum corresponding

to the estimated ABL height.

Richardson number method: ABL height determination using

RWP and MWR profiles

We propose and implement a novel multisensor scheme for continuous ABL detection

combining information from the RWP and the MWR. The profiles obtained from these

two sensors allow the estimation of the bulk Richardson number (Rib), a dimensionless

parameter that is typically implemented using radiosonde data. The method integrates

dynamic and thermodynamic variables to establish a critical threshold Ribc where the

turbulent flow becomes laminar in the free atmosphere (Stull, 1988; Eresmaa et al., 2006;

Granados-Munoz et al., 2012; Zhang et al., 2014a; Schween et al., 2014; Chandra et al.,

2014). The Rib, for a specific z level, is computed as follows

Rib(z) =
g

θs

(θ(z)− θs)
(u(z)2 + v(z)2)

z (2-1)

where θs is the potential temperature for a reference level near the surface, θ(z) is the

potential temperature, and u(z) and v(z) are the zonal and meridional wind compo-

nents. The RWP and the MWR are located inside a radius of approximately 3 km and

have different vertical resolutions. Thus, to estimate Rib, preprocessing of the data is
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required. Figure 2.4e shows an example of ABL height detection using the multisen-

sor Rib-based method for different Ribc, showing good agreement with the previously

described ceilometer-based methods.

The selection of a Ribc is not straightforward as it potentially influenced not only by the

vertical resolution of the profiles but also by the measurement strategy used for obtaining

the wind speed and potential temperature (Seibert et al., 2000). Figure 2.5a shows an

example of the diurnal evolution of the Richardson number profile for February 2, 2015.

The profiles show a marked transition from stable conditions in the morning (from 00:00

to approximately 10:30 LT) to a thermally unstable regime (10:30 to 15:30 LT), to stable

again during the night. Vertical gradients of Rib under stable conditions are very high,

with all the isolines closely grouped. The Figure also shows an expansion of the low Rib

area between 10:00 and 18:00, and a clear separation of the isolines during the convective

stage. Under stable conditions, the differences in isoline height as a function of Ribc

are not substantial, being less than 100 m; however, during the convective phase, these

differences could exceed 1000 m in a single day. It is interesting to note that isolines

corresponding to Ribc = 1, 2, 3, which are closer to the surface, are more variable than

those for Ribc =4,5, underlining two aspects: (i) the irregularity of convective activity

near the surface, and (ii) the maximum height of thermal convection as suggested by the

relatively smooth upper isolines. Figure 2.5b shows the diurnal cycle of the mixed layer

height estimated using the multisensor method with different Ribc for the period from

January 2015 to June 2018. Similar to Figure 2.5a, while the general behavior according

to different Ribc is the same, there are considerable differences in the ABL height. These

differences have practical implications since the maximum ABL height for deep valleys

might determine whether or not aerosols are able to disperse away from the surface and

outside of the valley.

Determination of ABL height using Radiosondes

We use two methods to estimate the ABL height using radiosonde data. The first ap-

proach corresponds to the Holzworth method, commonly referred to as the parcel method

(Holzworth, 1964). This method establishes that the ABL height is determined by the first

interception between the virtual potential temperature profile (θv(z)) and the dry-adiabat

ascending from the surface, corresponding to the height where the parcel is in equilibrium

with its surroundings (Holzworth, 1964; Lokoshchenko, 2002; Münkel et al., 2006; Seidel
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Figure 2.5: a) Evolution of the Richardson number (Rib) profile for February 2, 2015. The

lime-to-purple lines correspond to contours of different Ribc = 1, 2, 3, 4, 5. b) diurnal cycle of

the mixed layer height retrieved using the multisensor method with different Ribc. The period

used for the estimation of the diurnal cycle corresponds to January 2015 to June 2018.

et al., 2010). The second approach corresponds to the Rib method described previously.

In this case, potential temperature, wind speed and direction are obtained directly from

the radiosondes. Zhang and Li (2019) recently presented a long-term assessment (30-year,

1988–2017) of the climatological characteristics of the ABL over Japan, showing that the

bulk Richardson number method performed the best among all the methods tested. Other

authors, such as Rampanelli and Zardi (2004), have proposed algorithms based on the

potential temperature profiles from soundings to find the CBL using best-fit concepts.

We explored Rampanelli and Zardi (2004) methodology but the results were not robust

during all cases.

WRF ABL forecast assessment

The WRF model, version 3.7.1 (Skamarock et al., 2008), is the basis for the operational

numerical weather forecasts issued by SIATA on a daily basis. We used the output of

the daily 00Z WRF 24-hour forecasts for three years, focusing on the evaluation of the

representativeness of the ABL diurnal cycle and the skill assessment of the 24-hour average

ABL height numerical forecasts (0-24 hour forecast horizon). The model configuration

includes three nested domains with 18 (191 x 191), 6 (82 x 118) and 2 (136 x 136)



2.4. RESULTS 28

Table S1: WRF model schemes and parameterizations (see Skamarock et al. (2008) for details).

Process Scheme

Microphysics Eta (Ferrier)

Radiation Rapid Radiative Transfer Model (RRTMG)

PBL Mellor-Yamada-Janjić

Land surface Unified Noah land-surface model

Surface Monin-Obukhov (Janjić Eta)

km grid spacing, and 40 vertical levels up to 50 hPa. The first domain (18 km), from

10oS to 20oN and from 60oW to 90oW, covers the entire geography of Colombia, the

Caribbean Sea, the Colombian sector of the Pacific Ocean, and Amazonia, to include the

main external forcing factors of the regional atmospheric circulation and precipitation

over the territory. The second domain (6 km) includes the Andean region of Colombia

(1o to 10oN, and 72o to 78oW). The third and last domain (2 km) is centered around

the Aburrá Valley and extends from 5o to 7.5oN and from 74.5o to 76.8oW. The model

runs use the output from the 12UTC Global Forecast System (GFS) output as initial and

boundary conditions. The integration time step is 90, 60, and 10 s in the 18, 6, and 2 km

domains, respectively. SIATA operational forecasts include different ensemble members

with different microphysics parameterizations. Table S1 summarizes the schemes and

parameterizations selected for the ABL analysis in this study. We focus on the assessment

of the ABL height corresponding to the highest grid spacing domain.

2.4 Results

This section presents the results of the different schemes used for estimating the ABL

height, highlighting the capabilities of the various instruments and the robustness of these

estimations under different atmospheric conditions, assessing the temporal and spatial

variability of the ABL height, and studying first-order aspects of the role of regional

climate in modulating boundary layer processes.
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Assessment of the ABL Detection

Figure 2.6 shows examples of ABL height estimations for 2015-03-04, 2016-03-13, 2018-01-

25, and 2018-02-26, presented together with the evolution of BI profiles using the Torre

SIATA ceilometer. In general, all ABL height estimations satisfactorily reproduce the

diurnal evolution associated with radiation forcing and thermally forced convection. All

ceilometer-based ABL heights show a relatively good correspondence among them and,

as expected, with the observed BI profiles. Initiation of the atmospheric instability is the

main driver of the ABL structure; this process is characterized by the triggering of thermal

convection near the surface and is modulated by the increasing temperature gradient

between the lower atmosphere and the surface. As the surface temperature increases, air

parcels start to ascend, which is usually evident after 09:00-10:00 LT. Figure 2.6 shows

that the ABL reaches the maximum height at approximately 13:00 LT; at this moment,

the temperature gradient between the surface and the atmosphere starts to reverse, and

a cooling mechanism initiates, forcing a shrinkage of the layer. Once the surface is no

longer receiving the energy from solar radiation, the convective layer becomes the residual

layer, as the nocturnal stable layer concurrently develops.

One of the most salient features that differentiates the ABL height estimates takes

place after 16:00 LT when the Richardson number method tends to detect the relatively

slow top-down contraction of the residual layer, while ceilometer-based estimates appear

to detect the sudden bottom-up onset of the nocturnal stable layer. The CWT-based

method is the only ceilometer-based technique that shows a preference for selecting the

residual layer as the height of the ABL. Detection of the nocturnal stable layer by the

maximum variance and minimum gradient methods is likely caused by the combination of

high anthropic aerosol emissions associated with the afternoon commute and the sudden

stabilization of the near-surface atmosphere as a result of the solar radiation reduction.

In other words, sufficient aerosols are emitted to quickly replenish the control volume

confined by the surface and the first atmospheric capping inversion, causing a noticeable

discontinuity in the BI. The CWT method, in contrast, tends to isolate the residual layer

as a result of the BI reduction. Detection of the residual layer by Richardson number

estimates is a direct consequence of the processes contrasted in the adimensional number,

indicating that turbulence does not shut down in the entire column immediately with

the onset of near-surface stability (the atmosphere is turbulent between the top of the

nocturnal boundary layer and the top of the residual layer), but rather decays with the
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slow weakening of sensible heat flux.

While all dates in Figure 2.6 correspond to dry days (no precipitation), the dates in the

top panels were predominantly cloudy as shown in the ceilometer profiles with a cloud

ceiling of approximately 1.2 to 2.5 km. The average specific humidity in the first 2 km in

the dates of both top panels, from radiometer retrievals, was approximately 20% higher

than usual, ranging between 11 and 12 gkg−1. Similarly, the average cloud radiative

forcing in the 06:00-18:00 LT for these two days was approximately -150 Wm−2 compared

to a clear day. Given the reduction in solar radiation reaching the surface, it is likely

that sensible heat flux was also anomalously low. Potential temperature profiles from the

MWR (not shown) suggest that both days were predominately stable, leading to pollutant

accumulation near the surface. The average daily PM2.5 concentration for both days was,

in fact, 61 and 81 µgm−3, which is considerably higher than the long-term average (see

Figure 2.1). Under these conditions, aerosols become excellent tracers of ABL behavior.

In addition, atmospheric humidity accentuates the size of hygroscopic aerosol particles,

enhancing the near surface ceilometer BI signal (Emeis et al., 2012; Young and Whiteman,

2015).

In contrast, the last two dates in Figure 2.6 correspond to fair weather days, with clear

skies, and some isolated cumuli over the valley. The cloud radiation forcing is relatively

weak (less than 20 Wm−2 in magnitude), and the specific humidity is lower compared

with the first two dates (approximately 9 gkg−1). Under the mentioned circumstances,

the sensible heat exchange tends to be sufficient to break the lower-troposphere stability,

establishing a convective regime after 10:00 LT. After the atmosphere becomes unstable,

and the vertical dispersion takes place, aerosol concentrations near the surface and within

the convective layer considerably lessen: once aerosols surpass the depth of the valley,

trade winds generally advect pollutants away to the east of the Aburrá Valley. The 24-h

average PM2.5 concentration was considerably lower than for that the first two dates (31.6

and 38.8 µgm−3, respectively). During dates with similar weather conditions, ceilometer-

based techniques tend to represent well the nocturnal boundary layer, but the reduction

of tracers results in a less skillful ABL detection. In contrast, the Richardson number

methodology is robust in all four cases, allowing a direct ABL height estimation with no

dependence on the existence of tracers. However, the main drawback of the Richardson

number technique is its dependence on the proper selection of a critical threshold.
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Figure 2.6: The panels show ABL height estimations for different dates (2015-03-04, 2016-

03-13, 2018-01-25, and 2018-02-26) using techniques based on remote sensing retrievals. The

ABL height estimations are presented over the evolution of ceilometer backscatter profiles (Torre

SIATA site). Purple stars show ABL height using the minimum gradient algorithm, black circles

using the maximum variance method and orange plus-signs using the CWT-based scheme. Black

Xs show the ABL height estimations using the multisensor Richardson number technique.

ABL height estimates comparison using radiosondes

The first step in the ABL height intercomparison is to evaluate the pertinence of the

Holzworth and Richardson number methods using radiosonde data as reference values.

ABL height estimates are intercompared considering different Ribc to find an optimal

threshold. The scatterplots in the first row in Figure 2.7 show the level of agreement

between the Holzworth method and three different Ribc (0.25, 1, 3). Pearson correlation

and root mean square (RMS) deviations are shown in each of the panels, and the colors

of the full circles correspond to the hour (local time) of the radiosonde flights. The

distribution of colors in a time-ABL height clustered fashion suggest that both methods,

in all three cases, represent well the existence of a marked ABL diurnal cycle during

IOPs. The correlations among both the Holzworth and Richardson number estimates

are very high, with a maximum of 0.75 for Ribc = 0.25. The least RMS deviation is

also obtained for Ribc = 0.25. The dispersion level among the Holzworth-Richardson
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Figure 2.7: First row: Scatterplots showing the level of agreement between the Holzworth

method and three different Ribc = 0.25, 1, 3. Second row: Scatterplots showing the comparison

between the Holzworth method ABL height estimates and the multisensor Richardson-number

estimates for three different Ribc = 1, 3, 5. The panels show, in each case, the Pearson correlation

and root mean square (RMS) deviations. The color of the full circles corresponds to the hour

(local time) of the radiosonde flights.

ABL estimates, expressed as the RMS deviation, is significant; however, it is important

to consider the fact that on some occasions, both methods represent different sublayers

within the ABL, as discussed in the previous section: Richardson ABL height estimates

correspond to a top-down approach, while Holzworth estimates correspond to a bottom-up

approach. This phenomenon is also evident in the figure since Richardson number ABL

height estimates tend to be higher than those using the parcel method, and the dispersion

is higher during the convective stage and contraction of the residual layer. Considering

the overall evidence, we select both Holzworth and Ribc = 0.25 radiosonde-based methods

as references for comparing remote sensing ABL height estimates.

The scatterplots in the second row in Figure 2.7 show the comparison between the
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Holzworth estimates and the multisensor Richardson number ABL height estimates for

three different Ribc (1, 3, 5). The figures show the same general features regarding the

ABL diurnal cycle. In this case, the optimal Ribc selected for the multisensor method

is different from the one used for radiosonde-based estimates, confirming its dependence

on the measurement strategy. Additionally, the highest correlation does not coincide

with the lowest RMS deviation. For this reason, and to summarize the intercomparison

results, we use a Taylor diagram to contrast all the ceilometer and multisensor estimates

with the two radiosonde reference estimates during the IOPs (see Figure 2.8). Taylor

diagrams allow the evaluation of the degree of correspondence between two patterns in

terms of their correlation, their centered RMS deviations, and the amplitude of their

variations represented by the individual standard deviations (Taylor, 2001). The diagram

uses normalization of the dimensional quantities considering that we use two different

radiosonde references. In other words, ABL height estimates are scaled relative to the

standard deviation of the corresponding reference, either Holzworth or Ribc = 0.25, in

each case.

The intercomparisons in Figure 2.8 include, in different groups organized by shape and

color palette, five sets of estimates comparing Holzworth, the reference, with radiosonde

Richardson number estimates (blue circles), five sets of estimates comparing Holzworth

with multisensor Richardson number estimates (pink-to-violet squares), three sets com-

paring Holzworth with ceilometer-based estimates (green triangles), five sets comparing

radiosonde Ribc = 0.25 with multisensor Richardson number estimates (purple crosses),

and three sets comparing radiosonde Ribc = 0.25 with ceilometer-based estimates (orange-

to-brown rhombs). In general, twelve out of sixteen radiosonde vs. remote sensing es-

timates show a correlation greater than 0.5; however, all estimates underrepresent the

variability observed in ABL heights from radiosondes. The latter result is in part ex-

plained by the finding that the vertical resolution of the radiosonde is higher than that

of the ceilometer, MWR, and RWP. Overall, the methodology showing the highest cor-

respondence with the Holzworth technique during IOPs, considering correlation and a

balance between RMS deviation and variability representation, is the Richardson number

multisensor method with Ribc = 4. If the radiosonde Ribc = 0.25 is used as a reference,

the highest agreement is achieved with the multisensor Ribc = 4 and ceilometer maxi-

mum variance method. Considering this result, the analysis in the following subsection

will focus on the multisensor Ribc = 4 and ceilometer maximum variance method.
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Figure 2.8: Normalized Taylor diagram for ABL height estimates using as reference sets ra-

diosonde estimations with the Holzworth and Richardson number with Ribc = 0.25. The in-

tercomparisons include, in groups organized by shape and color palette, five sets of estimates

comparing Holzworth with radiosonde Richardson number estimates with Ribc = 0.25, 0.5, 1, 2, 3

(blue circles), five sets comparing Holzworth with multisensor Richardson number estimates with

Ribc = 1, 2, 3, 4, 5 (pink-to-violet squares), three sets comparing Holzworth with ceilometer-based

estimates, including the minimum gradient, maximum variance and wavelet transform methods

(green triangles), five sets comparing radiosonde Ribc = 0.25 with multisensor Richardson num-

ber estimates with Ribc = 1, 2, 3, 4, 5 (purple crosses), and three sets comparing radiosonde

Ribc = 0.25 with all three ceilometer-based estimates (orange-to-brown rhombs).

ABL height long-term comparison

Radiosonde ABL height estimates are based on direct measurements of atmospheric pro-

files and, hence, constitute an important reference for the estimates in this study. However,

the radiosonde-based estimates are also prone to artifacts associated with the Lagrangian

nature of the platform: radiosonde profiles do not correspond to the same atmospheric

column, and in a narrow valley, the differences between the profiles at the base and at the

hills could potentially be large, introducing uncertainty in the ABL estimates. In our case

(Figure not shown here), most of the radiosonde flights below 4500 m are within the area

sensed by the MWR and RWP in the same altitude range, however, there is a westward

biased towards the hills in the radiosonde that could potentially affect the intercompari-
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Figure 2.9: a) ABL height cross-correlation array; each pixel corresponds to the zero-lag cor-

relation between all the 30-minute resolution ABL height time series for all the methods. b)

The amplitude of each ABL height time series obtained with the method denoted in each row

relative to the method in each column. Values larger than 1 (green colors) indicate that the

method listed in the corresponding row suggests higher ABL variability than the method in the

column. Conversely, purple colors are associated with underestimation of variability.

son. Figure 2.9 summarizes a detailed long-term assessment of the ABL height estimates

obtained with the different schemes. Since none of the methods could be selected a priori

as a reference standard, Figure 2.9a shows the cross-correlation array in which each pixel

corresponds to the zero-lag correlation between all 30-minute resolution ABL height time

series for all the methods, and Figure 2.9b presents the amplitude of each time series

obtained with the method denoted in each row relative to the method in each column.

The first evident feature is that, in terms of variability, the ABL height estimates ob-

tained with mutations of the same base method such as ceilometer-variance (minimum

gradient and maximum variance) methods, ceilometer CWT-based methods, and Richard-

son number methods are very similar among the approaches, with correlations larger than

0.68 despite the high temporal resolution used in the analysis. The CWT-based methods

show the lowest correlations with the other methods, and the correlation between the

minimum gradient and maximum variance methods with the Richardson number method

is larger for lower values of the critical Richardson number. The latter characteristic is

due to the sensitivity of the ceilometer-variance methods and the low critical Richardson

number (Ribc = 1) estimates to the highly variable near-surface atmospheric changes in
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time; hence, the variability of the estimates is higher than those obtained using Ribc = 4.

This phenomenon is also clear in Figure 2.9b, where the overall variability (amplitude of

the diurnal cycle and intraday variability) of the ABL height series is largest for estimates

using the Richardson number method with Ribc = 1 and lowest for CWT-based estimates.

An assessment of ABL height estimates with the different schemes suggests that, in the

presence of stable atmospheres, the ABL height estimates using the three backscatter-

based methods exhibit high correspondence with each other. If the BI profiles present

well-defined vertical structures with noticeable transitions, the retrievals are usually very

robust. By the time the convective layer starts to develop due to the onset of atmospheric

instability, the concentration of aerosols near the surface and within the valley decreases.

In this case, backscatter-based estimates diverge from one method to the other, and it

is not possible to distinguish which of the methods is more accurate in determining the

ABL height. In the latter cases, the Richardson number method becomes a more robust

tool for estimating the ABL height.

ABL height temporal variability

The long-term ABL height identification allows the assessment of the influence of local-

scale phenomena versus regional forcing on ABL variability. In this section, we examine

the most salient time scales present in the ABL height time series, identifying the processes

that lead to the existence of such variability. Spectral analysis of the long-term ABL height

time series allows identifying the main temporal scales of ABL variability. The average

ABL height spectrum was estimated using the fast Fourier transform (FFT), and the

variability of the spectrum itself was evaluated by computing a sliding FFT with a fixed

temporal window, to asses the regularity (stationarity) of the spectral peaks in terms

of their amplitude, as a response to regional forcing. Figure 2.10a shows the average

FFT spectrum and the variability of the spectra (+/- one standard deviation) for all

block-moving 21.333-day (1024 30-minute data points) ABL height series, estimated using

the maximum variance method. We use the mentioned ABL height series considering a

length of the ceilometer record longer than that of the RWP. Each 21.333-day spectrum

is also computed after tapering the signal using a Hann window. The relative variance

is estimated by integrating the FFT spectrum between 20 and 24 hours and dividing the

result by the series variance. The most salient ABL time scale with a period shorter

than 21.333 days, in terms of variance, corresponds to the diurnal cycle, caused by the
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Figure 2.10: Fast Fourier transform (FFT) spectrum for ABL height series estimated using

the maximum variance method. The FFT is computed after tapering the signal using a Hann

window. The spectrum in a) corresponds to the average FFT spectrum and spectra variability

(+/- one standard deviation in gray) for all block-moving 21.333-day (1024 30-min data points)

ABL height series. b) Histogram of the relative variance (in percentage) of the diurnal cycle

obtained from all 21.333-day spectra. The relative variance is estimated by integrating the

FFT spectrum between 20 and 24 hours and dividing the result by the series variance. c) FFT

spectrum of the daily ABL height series. The gray vertical bars mark the semiannual and annual

spectral peaks.

modulation controlled by solar radiation and the onset of convective activity. The other

noticeable spectral peaks in Figure 2.10a correspond to the harmonics of the diurnal cycle

(8 and 12-hour peaks).

Figure 2.10a suggests the presence of substantial temporal variability of the relative

amplitude of the diurnal cycle. Considering the latter, Figure 2.10b presents the his-

togram of the relative variance of the diurnal cycle, as a percentage, obtained from all

the 21.333-day spectra, showing that the diurnal cycle represents, in some cases, just ap-

proximately 25% of the total variance, as compared with more than 50% in other cases.

In other words, the amplitude of the diurnal cycle changes on the annual and semiannual

time scales. The practical implications of this variability of the amplitude of the diurnal

cycle are linked to the knowledge that a low-amplitude ABL diurnal cycle could lead to

pollutant accumulation. The spectrum of 100 m BI (not shown), a proxy for the aerosol

concentration, also shows a marked diurnal cycle and a 7-day peak (and 14 and 21-day

subharmonics), implying important variability due to the weekly pollutant emission cy-

cle within the valley. After filtering out the diurnal cycle, the ABL height spectrum

(Figure 2.10c) shows significant annual and semiannual peaks that are potentially asso-

ciated with the cloud radiative forcing resulting from the progression of the Intertropical

Convergence Zone (ITCZ) over Colombia. In addition to these spectral peaks, there are
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other low-variance intraseasonal spectral peaks that are not explored in this work. It is

important to note that the length of the ABL height series is approximately 3.5 years,

precluding the exploration of interannual timescales.

Figures 2.11a and d present the diurnal cycles for the multisensor Richardson num-

ber Ribc = 4 and maximum variance ABL height estimates, respectively. The shaded

band represents the plus and minus half standard deviation. Both time series show the

remarkable diurnal cycle, with similar variability around the mean values. In the long

term, the most evident difference appears to be the same as that described in section

3.1 regarding the multisensor method preference for detecting the residual layer and BI

methods for selecting the nocturnal stable layer. The consequence, in the case of the

maximum variance method, is an almost symmetric diurnal cycle, while the multisensor

method cycle is clearly asymmetric following the typical evolution of the near-surface

radiative energy balance. On the valley floor, the thermal turbulence triggered by the

incoming solar radiation triggers sensible heat flux and, as a consequence, the mixing

process, causing the near-surface layer to grow. Figures 2.11b and e show the average

monthly ABL height in the 11:00-15:00 LT interval (convective period). We focus on

this time period given its importance for the vertical dispersion of pollutants outside the

valley. The correlation among both monthly series is high (0.6), but the amplitude of the

multisensor series is higher because ceilometer-based convective layer estimates tend to be

shallower when aerosol concentrations are low. Both series show a large variability around

the mean value, and in some cases, the monthly mean ABL height in the convective pe-

riod is lower than the average depth of the valley ( 1100 m). Figures 2.11c and f show

the monthly percentage of the days when the ABL height surpasses the top of the valley

during the 11:00-15:00 LT interval, using estimates from the Richardson and maximum

variance method. On average, considering both methods, the convective boundary layer

in the 11:00-15:00 LT interval in the Aburrá Valley surpasses the top of the mountains

45% of the days. Months with low percentages of above-valley ABL and scarce effective

below-cloud scavenging are prone to trigger critical air quality episodes.

In addition to the diurnal and annual cycles, there is important ABL variability over

longer timescales. Figures 2.12a and b show the evolution of the monthly diurnal cycle

of the ABL height at the base of the valley using the multisensor Richardson number

estimates with Ribc = 4 and the maximum variance method, respectively. The black

contour corresponds to the depth of the Aburrá Valley. If the ABL does not reach this

critical threshold, once the convective phase ceases, the aerosols will recirculate within the
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Figure 2.11: a) Diurnal cycle of the ABL height estimates using the multisensor Richardson

number method. The horizontal dashed line corresponds to the average depth of the valley.

The vertical dashed lines correspond to 11:00 and 15:00 LT. b) Monthly time series of average

ABL height in the period between 11:00 and 15:00 LT for the multisensor Richardson number

method. c) Monthly percentage of days when the ABL height surpasses the top of the valley

during the 11:00-15:00 LT interval, using the estimates from the Richardson method. d), e) and

f) Same as a), b), and c) using the maximum variance method. In all panels, the shaded band

corresponds to plus and minus half standard deviation.

valley, prompting an increase in aerosol concentration during the night as the residual layer

shrinks. The monthly evolution of the ABL height diurnal variability presents evidence

of significant differences among the different months, suggesting a strong variability most

likely as a result of external forcing associated with the migration of the ITCZ over

Colombia. Figure 2.12c presents the evolution of the monthly diurnal cycle precipitation

at the Torre SIATA site, showing an important evolution of daytime versus nighttime

rainfall events, with wet seasons characterized by important nighttime stratiform rainfall

and daytime convective precipitation events. The importance of the ABL height, together

with nighttime rainfall, is evident: Figure 2.12d shows that months with a shallow ABL

height and limited nighttime rainfall result in BI peaks 100 m from the surface, a proxy

for the pollutant concentration. It can be observed how, in general, during March (dashed

horizontal lines), the ABL height barely reaches the critical threshold and the nighttime

is scarce, leading to the highest annual concentrations. Conversely, months such as July

or August, when the ABL tends to be the deepest of the year, present the lowest aerosol

concentration. Since 2017, strong regulations were implemented by the environmental

authority to reduce emissions during the critical air pollution episodes in March, effectively
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Figure 2.12: a) and b) Evolution of the monthly diurnal cycle of the ABL height at the base of

the valley using the multisensor Richardson number estimates with Ribc = 4 and the maximum

variance method, respectively. The black contour corresponds to the depth of the Aburrá Valley.

c) and d) Evolution of the monthly diurnal cycle precipitation, and BI, respectively, at the Torre

SIATA site. Dashed horizontal lines correspond to the months of March of 2015 to 2018.

reducing the pollutant concentration in comparison to other years.

Figures 2.13 and 2.14 show the clear influence of the regional climate in the efficient

expansion of the ABL during the day in the Aburrá Valley. Figure 2.13 shows the spatial

pattern of the correlation between the anomaly of the daily mean ABL height relative to

the long-term mean and the daily cumulative precipitation from the TRMM 3B42 product.

The pattern shows a negative correlation between the ABL height in the Aburrá Valley

and precipitation in the Andean region of Colombia. Precipitation in the mountainous

region modulates the daily ABL height; large values of daily cumulative precipitation,

associated with cloudiness in the region lead to negative anomalies of ABL height. Figure

2.14 confirms the impact of the radiation forcing by clouds on the ABL growth, showing

a negative correlation between the low-level and mid-level cloud fraction and ABL height.

Figure 2.15a presents the relationship between the mean radiation in the 06:00 to 18:00

LT period and the anomaly of the daily mean ABL height relative to the long-term

mean, showing a marked and direct relationship between radiation and the ABL height,

as suggested before, with low radiation associated with ineffective growth of the ABL.
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Figure 2.13: Spatial pattern of the correlation between the anomaly of the daily mean ABL

height relative to the long-term mean and the daily cumulative precipitation from the TRMM

3B42 product.

Precipitation (and cloudiness) is also an important modulator of the radiation and hence

the ABL height, with rainy days corresponding to below-the-mean daily ABL height.

Additionally, Figure 2.15b presents the scatter plot between the anomaly of the daily

mean ABL height and the average daily PM2.5 concentration in the valley, showing a

marked conditional association between these two variables. Days with extreme PM2.5

concentrations only occur when the daily mean ABL height is below the long-term average.

Complementarily, days with a below average ABL height and low PM2.5 concentrations

correspond to rainy days, most likely favoring below-cloud scavenging.

Other studies have also shown a link between negative anomalies of ABL height and

pollutant accumulation (Mamtimin and Meixner, 2011; Liu et al., 2013; Tang et al., 2016;

Pal et al., 2014, 2015). Pal et al. (2014) specifically studied the effect of ABL height on the

diurnal variability of aerosol concentration at a valley site, finding an inverse relationship

between a decreasing trend in ABL height and an increasing tendency in near-surface

pollutant concentrations, in particular, the fine fraction (0.3–0.7 µm). However, Pal et al.

(2014) evidence is from a short field campaign compared to the long-term analysis included

here.
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Figure 2.14: a), b) and c) Correlation between low-level, mid-level, and high-level cloud fraction

and ABL height in the Aburrá Valley, respectively.

ABL height spatial variability

The divergence of winds in a synoptic scale, the structure of the mesoscale circulation,

and the development of valley winds driven by topography and temperature gradients,

considerably influence the thermal and mechanical turbulent fluxes, which in turn mod-

ulate the evolution of the ABL in complex terrains (Bianco et al., 2011; De Wekker and

Kossmann, 2015). Within the valley, the height of the ABL changes considerably from

one location to another, and more so if these locations correspond, for example, to the

valley floor and to a slope location. Figure 2.16a shows the long-term ABL height diurnal

cycle at a valley floor (Torre SIATA) and western hill (Itagǘı) sites using the maximum

variance method. While the month-to-month evolution is similar, with the same months

with a low (March, October, and November) and a high ABL (January, June, and July),

the maximum ABL height in the early afternoon is considerably less at the western hill

site (65-70% of the ABL at the base of the valley) and, more importantly, the time of

the maximum tends to be delayed by an hour. Throughout most of the day, the absolute

ABL height at the western hill location is lower than the ABL at the base of the valley;

however, after 16:00 LT, the opposite occurs. Considering that the maximum variance

method in the afternoon tends to favor the selection of the nocturnal stable layer, in rela-

tive terms, the onset of the nocturnal stable layer in the western hill occurs later than at

the base of the valley. The diurnal cycle of radiation in both sites (not shown) is similar;

hence the observed differences are not due to insolation but rather an indirect response

due to the differences in surface wind behavior among both sites. Figures 2.16b and c
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Figure 2.15: a) Relationship between the mean radiation in the 06:00 to 18:00 LT period and

the anomaly of the daily mean ABL height relative to the long-term mean. b) Scatter plot

between the anomaly of the daily mean ABL height and the average daily PM2.5 concentration

in the valley.

show the diurnal cycle of wind direction at the base of the valley and at the western hill

site, respectively. At the valley floor, winds are from the north (upvalley) all day; at the

western hill, winds are downslope from the west (SW, W, NW) before 06:00 LT, upslope

from the east from 06:00 LT to 16:00 LT, and downslope again after 16:00 LT. Upslope

winds in the 06:00-16:00 LT period thicken the boundary layer height locally, effectively

delaying the onset of the nocturnal stable layer (De Wekker and Kossmann, 2015; Serafin

et al., 2018).

WRF simulations

Figures 2.17a to c show the spatial distribution of the diurnal cycle of the ABL height

relative to the surface, computed for the 2-km domain, using all the WRF 24-hour fore-

casts runs described in Section 2. The black lines in the center of each panel correspond

to the political division of the Aburrá Valley (as shown in Figure 2.2). Each panel cor-

responds to an 8-hour period. Figure 2.17a corresponds to the average ABL height in

the 00:00 to 08:00 LT interval, and Figures 2.17b a and c to the 08:00-16:00 LT, and the

16:00-23:59 LT, respectively. The evolution of the diurnal cycle, as represented by WRF,

shows the signature of topography and solar radiation forcing, with the development of

the convective layer in the 08:00-16:00 LT. The dashed line in the Figure corresponds to
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Figure 2.16: a) Annual cycle of ABL height at the base of the valley (Torre SIATA site) and

at the western hill (Itagǘı site) using the ceilometer-based maximum variance method. Diurnal

cycle of wind direction at b) the base of the valley site and c) the western hill site. The frequency

of the wind direction is plotted as a wind rose in two-hourly fashion. Note that the times listed

on the right correspond to the beginning of the two-hour interval.

the cross-section of the Aburrá Valley shown in Figure 2.17d, and it is remarkably clear

that the deepest convective layer occurs over the Aburrá Valley, in the densely populated

and urbanized area. Figure 2.17d shows the average diurnal evolution of ABL height over

the Aburrá Valley, following the terrain as represented in the model. Each colored line

corresponds to one hour of the diurnal cycle. The model simulations skillfully represent

the general features of the observed ABL height diurnal cycle within the valley. The

top of the ABL is below the height of the surrounding mountains before 10:00 LT and

after 17:00 LT. In the 10:00-17:00 LT period, the radiation-driven thermal expansion of

the lower troposphere leads to an ABL deeper than the valley, favoring moisture and

pollutant exchange with the free troposphere.

Figure 2.17 hints at an interesting aspect regarding the simulated thickness of the ABL

in the middle of the valley compared with over the slopes and over the relatively flat terrain

at the east of the valley. During both stable stratification and unstable conditions, the

maximum ABL height occurs in the middle of the valley, which highlights, among other

factors related to the magnitude of the turbulent heat fluxes, the thicker valley-inversion

heights compared with the slope-flow-layer heights (Lehner and Rotach, 2018; Serafin

et al., 2018). Figure 2.18 shows the average ABL in the 2-km WRF domain categorized

by land use category. As suggested before, the deepest ABL corresponds to the urbanized

area, where the integrated sensible heat flux is larger than for other areas. In contrast,

the forested areas exhibit the smallest ABL heights, as a result of the small Bowen Ratio

typical of tropical forests.
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Figure 2.17: a) to c) Spatial distribution of the diurnal cycle of the ABL height relative to the

surface, computed for the 2-km domain, using all the WRF 24-hour forecasts runs described in

Section 2. The black lines in the center of each panel correspond to the political division of the

Aburrá Valley (as shown in Figure 2.2). Each panel corresponds to an 8-hour period; a) average

ABL height in the 00:00 to 08:00 LT interval, b) the 08:00-16:00 LT and c) the 16:00-23:59

LT. d) Average diurnal evolution of ABL height following the terrain for all the 24-hour WRF

forecasts runs available. Each color line corresponds to one hour of the diurnal cycle.

Figures 2.19a and b show, similar to Figure 2.12a, the evolution of the monthly diurnal

cycle of the ABL height at the base of the valley and at the western hill, respectively, as

simulated using WRF. The continuous (dashed) black contour corresponds to the 1100

m ABL height isoline in WRF (observations-Richardson method). From a climatological

point of view, the correspondence between the observed and simulated ABL height is
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Figure 2.18: Average ABL in the 2-km WRF domain by IGBP land use category. Category

13 corresponds to urban and built-up areas, and category 12 to croplands. Categories 1 to 7,

with the smallest ABL, correspond to different types of forests (1-5) and shrublands (6-7), and

categories 8 to 10 to savannas and grasslands.

good concerning both the diurnal and annual cycles (see Figure 2.12), suggesting that

the evolution of the ABL in WRF responds well to the slow-evolving regional forcing.

However, it is possible to observe that the ABL expansion rate during morning hours in

the model is higher than in the observations, which is a crucial feature with practical

implications for air quality. This is easier to see in Figures 2.19c and d, showing the

comparison between the long-term average ABL height diurnal cycle from WRF forecast

simulations for the grid model colocated with the Torre SIATA site (valley floor) and the

Itagǘı site (western hill), and the Richardson number and maximum variance method

estimations. Figures 2.19c and d also suggest that the skill of the model simulating the

ABL height evolution is considerably higher for the valley floor than for the western

hill site. The latter results are different from the studies in predominantly flat terrains.

The work by Hu et al. (2010) explored the performance of different planetary boundary

layer schemes in the WRF Model in the south-central United States region, given their

importance simulating the ABL height. Despite the relevance of the results, the terrain

featured are very different from those present in the Colombian Andes and more so in

the urbanized Aburrá Valley. In order to improve the ABL simulations at the hill site,

it would be desirable in a subsequent study to evaluate the performance of urban canopy

parameterizations as in Salamanca et al. (2011) but in complex terrains.

The skill of the model representing the diurnal and annual cycle of the ABL height

appears to be the result of the proper simulation of the cloud radiative forcing. Figure

2.20a shows evidence of the conditional relationship between daily low-level cloudiness,
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Figure 2.19: a) and b) Evolution of the monthly diurnal cycle of the ABL height at the base

of the valley and at the western hill, respectively, as simulated using WRF. The continuous

(dashed) black contour corresponds to the 1100 m ABL height isoline in WRF (observations-

Richardson method). c) and d) Comparison between the long-term average ABL height diurnal

cycle from WRF forecast simulations (black line) for the grid model colocated with Torre SIATA

site (valley floor) and the Itagǘı site (western hill), and the Richardson number (blue line) and

maximum variance method (purple line) estimations.

represented as the 600 hPa cloud fraction, the 24-hour average shortwave radiation reach-

ing the surface, and the ABL height. In the model, high values of low-level cloud fraction

are associated with negative radiative forcing and low values of ABL heigh, similar to

the observations. In contrast, low values of low-level cloud fraction allow, in general, the

efficient expansion of the ABL during the daytime. However, the low-level cloud frac-

tion is not the only variable controling the shortwave radiation reaching the surface, thus
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low values of low-level cloud fraction is a necessary but not sufficient condition for high

radiative forcing and ABL expansion, as suggested in Figure 2.20a.
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Figure 2.20: a) Scatter plot of the daily low-level cloudiness, represented as the 600 hPa cloud

fraction, and the 24-hour average ABL height, categorized by shortwave radiation reaching the

surface (in colors). b) Scatter plot of the 24-hour ABL forecasts and the estimated one using

the Richardson number method. The Pearson correlation between both variables is 0.59.

An assessment of the ABL height forecast skill at the base of the Aburrá Valley is

presented in Figure 2.20b. The Figure shows the scatter plot and the correlation between

the 24-hour ABL forecasts and the estimated ABL using the Richardson number method.

The linear relationship is clear from the Figure and the correlation is high (0.59), sug-

gesting a good agreement between the observed values of ABL height and the forecasts.

The only evident issue is that, in some cases, the expansion of the ABL is underestimated

by the model. In general, the results of the assessment skill of the model are encourag-

ing from the applications point of view, considering the fact that the processes involved

in the advanced simulation of the ABL are complex, and depend on different coupled

parameterizations.

2.5 Conclusions and Discussion

The primary goal of this work is the study of the variability of ABL in time and space in

a narrow tropical urban valley in order to explore the interaction between the complex

terrain and the tropospheric processes in local and regional spatial scales. One of the

current research challenges in our understanding of the ABL over mountainous terrain

is related to its multilayered structure. The development of a deep CBL in the Aburrá

Valley is vital for the local development of extreme precipitation events and for reducing
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the likelihood of critical air quality episode occurrences. The implemented schemes use

atmospheric profiles from remote sensing retrievals and measurements, from ceilometers,

a radar wind profiler, and a microwave radiometer. Four ABL height detection methods

are implemented, three using ceilometer backscatter intensity observations and one using

the obtained adimensional bulk Richardson number.

In all cases, the ABL height estimates capture the diurnal cycle associated with the

radiation forcing and the thermally forced convection. The temperature gradient be-

tween the surface and the lower troposphere is one of the primary modulators of the ABL

structure. All ABL height estimates show a high correspondence among the methods,

especially under stable conditions, which favors the appearance of marked transitions in

the lower atmosphere. Under stable conditions, ABL detection using ceilometer-based

methods is very reliable since aerosols become excellent tracers of ABL evolution. After

the atmosphere becomes unstable and vertical dispersion takes place, the aerosol concen-

tration near the surface and within the convective layer considerably decreases, reducing

the reliability of ceilometer-based methods. In contrast, the Richardson number method-

ology does not depend on the existence of tracers and is, in general, more reliable than

ceilometer-based methods. The principal challenge using the Richardson number tech-

nique is the selection of an optimal critical threshold for its value.

Despite the dependence on the selection of an optimal threshold, a detailed intercom-

parison of ABL height retrievals suggests that the Richardson number multisensor method

and the ceilometer-based maximum variance technique show the highest correspondence

with the Holzworth technique during the radiosonde IOPs. The main difference between

the ABL height retrievals occurs after 16:00 LT when the Richardson number ABL height

estimations tend to detect the slow top-down contraction of the residual layer, while

ceilometer-based estimations appear to detect the sudden bottom-up onset of the noc-

turnal stable layer. After 16:00 LT, sufficient anthropic aerosols quickly replenish the

control volume confined between the surface and the first atmospheric capping inversion,

causing a noticeable discontinuity in the backscattering intensity, consequently swaying

the backscatter intensity methods to detect the nocturnal stable layer. The Richardson

number ABL height method identifies the residual layer as a direct consequence of the

turbulence not shutting down immediately with the onset of near-surface stability.

In addition to the diurnal cycle, the results suggest the existence of intra-annual and

annual spectral peaks triggered by ITZC modulation of cloudiness, precipitation, and sur-

face incident radiation. The lowest average ABL heights occur during October, November,



2.5. CONCLUSIONS AND DISCUSSION 50

December, and March, where the ABL height does not exceed, on average, the depth of

the Aburrá Valley. In contrast, July and August are the months with the thickest ABL,

exceeding the critical threshold. When the climate conditions are not favorable for ABL

expansion, the anthropic emissions build up and lead to critical air pollution episodes. In

this sense, the ABL height implicitly determines the pollutant concentration over time

and space. In other words, the amount of aerosol particles at the lower troposphere is

influenced both by anthropogenic emissions and by the vertical dispersion conditioned

by topography and the ABL dynamics, namely, the evolution of the ABL height. The

meteorological conditions during March are, as a result of regional scale forcing, the most

adverse for the vertical dispersion of pollutants, thus becoming the most sensitive period

of the year for reaching unhealthy pollutant concentrations within the valley. During this

month, ABL is relatively shallow, and the effect of scavenging processes is limited given

the reduced nocturnal rainfall.

These results for the transition season (March), in contrast to the dry and wet seasons,

hints at an essential question in air quality studies regarding the estimation of the relative

portion of particulate matter that is removed from the local atmosphere by convectively

triggered vertical dispersion and by scavenging processes. In March 2016, for example,

the average monthly ABL did not reach the critical threshold limiting vertical aerosol

dispersion. The unfavorable conditions were exacerbated by a prolonged absence of re-

current precipitation as a result of El Niño conditions limiting the scavenging processes,

thus leading to a ”perfect storm” type condition favoring pollutant accumulation and

leading to the occurrence of the most critical air quality episode in the region.

Regarding the spatial variability, the absolute ABL maximum height above the surface

at the western hill is considerably less than at the valley floor, and the peak time of the

maximum height tends to be delayed by approximately one hour. Additionally, the onset

of the nocturnal stable layer in the western hill occurs later than at the base of the valley.

These disparities appear to be linked to the differences in surface wind direction, with

upslope winds at the western hill acting to thicken the boundary layer height locally. In

contrast, WRF model simulations skillfully represent the general features of the observed

ABL height diurnal cycle within the valley, indicating that the thickness of the ABL

in the middle of the valley is higher compared with the slopes and higher-altitude flat

terrain, representing the thicker valley-inversion heights relative to the slope-flow-layer

heights. The model simulations also capture the ABL annual cycle resulting from the

slow evolving regional forcing associated with the migration of the ITCZ. However, the
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skill of the model simulating the ABL height evolution is considerably higher for the

valley floor than for the western hill site, emphasizing the need to improve our current

understanding and modeling capabilities for boundary layers over complex terrain. The

assessment of the 24-hour forecasts of the ABL height at the base of the valley is quite

promising, showing a high correlation between the simulated and estimated values. These

results are remarkable considering the fact that the processes involved in the simulation

of the ABL depend on different parameterizations.
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3.1 Introduction

The formation of nocturnal Stable Boundary Layers (SBLs) and temperature inversions

has important implications for urban areas, particularly those situated in complex terrain

valleys. These range from physical processes, including the modulation of momentum,

heat, and moisture exchange, to practical ones associated with pollutant accumulation

near the surface, as well as the formation of Urban Heat Islands (UHI). Most pollutants

emitted during the evening and throughout the night, together with those that return to

the surface due to the top-down contraction of the residual layer, remain trapped in the

valley at least until the static destabilization of the lower atmosphere (e.g. Doran et al.,

2003; Schnitzhofer et al., 2009; Fernando et al., 2010; Saide et al., 2011; ?; ?; Rendón et al.,

2014; Herrera-Mej́ıa and Hoyos, 2019). Depending on valley geomorphological character-

istics and the meteorological conditions surrounding the morning transition, pollutants
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may exit the valley atmosphere or recirculate. The latter could lead to a gradual deterio-

ration of the air quality, and in some cases, to the onset of critical air pollution episodes

(Anquetin et al., 1998; Angevine et al., 2001; Henne et al., 2004; Rendón et al., 2015;

Czarnecka et al., 2019).

From the point of view of the local static stability assessment, the destabilization of

the lower atmosphere is tied to the complete neutralization of the temperature inversion.

This neutralization is also referred to as the inversion breakup (e.g., Whiteman, 1982;

Rendón et al., 2014, 2015; Leukauf et al., 2017). The inversion destruction is linked

to the occurrence of the necessary and sufficient conditions for the development of the

Convective Boundary Layer (CBL). In general, the onset of the CBL leads to efficient

energy, moisture, and pollutant exchange between the surface and the free atmosphere

(Leukauf et al., 2015). On the other hand, from a non-local point of view, and considering

the vertical structure of the lower atmosphere in a valley (e.g. Lehner and Rotach, 2018),

air parcels can move through stable sections in between well-mixed layers (Stable Valley

Atmosphere, SVA) due to the buoyancy of the parcel with respect to the environment,

creating turbulence in these regions that would have been considered stable from local

considerations (Stull, 1991). The generation of thermals in the non-local static instability

context is associated with the growth of the mixed layer. In cases where the depth of

the mixed layer exceeds the valley crest height, there is also an important exchange of

energy, moisture, and pollutants between the surface and the atmosphere above the valley,

allowing its ventilation even without a complete profile neutralization.

Establishing under which conditions the nighttime inversion is eroded, allowing the

valley ventilation (non-local instability), is not a trivial issue, especially for urbanized

valleys where the complexity of the terrain and the urban landscape directly influence the

evolution of the SBL (Rendón et al., 2014). Factors such as valley geometry, which induces

topographic shading, soil water holding capacity and moisture, urban area fraction and

roughness, and the overall valley circulation, are key in governing the inversion erosion in

complex-urban environments. Some authors have explored the influence of these factors in

the morning transition through both modeling (Whiteman and McKee, 1982; Bader and

McKee, 1985; Colette et al., 2003; Whiteman et al., 2004; Zoumakis and Efstathiou, 2006;

Beare, 2008; Rendón et al., 2014; Leukauf et al., 2015), and field experiments (Whiteman,

1982; Angevine et al., 2001; Nadeau et al., 2020), highlighting the need for a better

understanding and representation of the physical processes controlling the timing of the

transition for improving numerical weather prediction and air pollution models (Angevine
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et al., 2001; Colette et al., 2003; Beare, 2008; Rendón et al., 2014).

Whiteman (1982) and Whiteman and McKee (1982) categorized the neutralization pro-

cesses over mountainous valleys, predominantly rural, as a function of the interaction of

two mechanisms. The first mechanism is considered local, and corresponds to the CBL

growth from the bottom of the inversion resulting from radiative heating of the surface

(Nadeau et al., 2020). The second mechanism depends on the valley circulation, in which

the replacement of air masses at the valley bottom with air from the upper atmosphere

through slope winds, causes the top of the inversion layer to collapse. Depending on

the relative role of each of the described mechanisms, the neutralization of the lower at-

mosphere falls into three possible patterns, the first two resulting from the mechanisms

previously mentioned, acting independently, and the third and last pattern to the simulta-

neous action of both mechanisms (Whiteman, 1982). The idealized modeling experiments

by Bader and McKee (1985) also suggest an essential role of both mechanisms in thermal

inversion destruction.

Whiteman et al. (2004) reached different conclusions for high-latitude sinkholes, for

which the evidence suggests that inversion erosion occurs mainly through subsidence

warming, indirectly forced by the upslope flows. Valley geometry has a strong effect

both on forcing the prevailing neutralization pattern and its timing, with inversions per-

sisting longer in deeper valleys (Colette et al., 2003). The presence of extensive urban

development over complex topography leads to alterations in the surface-atmosphere ex-

changes, enhancing valley floor heating through the formation of UHI. The induced heat

due to the UHI may intensify the thermal turbulence production, accelerating the onset

and growth of the CBL (Rendón et al., 2015). Furthermore, slope winds tend to in-

crease in magnitude as a consequence of strong temperature gradients appearing across

the urbanized hills. The latter favors the inversion erosion through the second and third

neutralization patterns. In addition to the processes mentioned above, the evidence hints

that wind shear plays a vital role in driving the Turbulent Kinetic Energy (TKE), and in

the morning transition (Beare, 2008).

From a broader perspective, regardless of terrain characteristics and in terms of energy

balance, the neutralization of the inversion occurs when the total energy provided to the

valley atmosphere (Qprov, following the notation used in Leukauf et al. (2015)) via surface

sensible heat flux (H) is equal to the energy required to erode the nocturnal SBL (Qreq)

(Whiteman and McKee, 1982; Angevine et al., 2001; Leukauf et al., 2016). Following the

neutralization, the additional energy injected into the valley atmosphere is used, in part,
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to expand the CBL until the exchanges between the surface and the free atmosphere

peak, resulting in a more efficient pollutant vertical transport. Leukauf et al. (2016)

proposed a non-dimensional breakup parameter (B) defined as the ratio between Qreq and

Qprov, combining the effect of the atmospheric stability and the surface heating to assess

the energy exchange processes. Leukauf et al. (2017) performed simulations, using the

Weather Research and Forecasting (WRF) model (Skamarock et al., 2008), in different

energy exchange scenarios characterized by different surface heating, initial atmospheric

stability, and terrain geometry, to test the dependence of the exported heating on B.

They found that the amount of heat exported from the valley decreases exponentially as B

increases and that there is a critical condition over which the complete SBL neutralization

never occurs.

Despite the importance of the relationship between Qreq and Qprov to understand the

timing of the lower atmosphere neutralization or that of the ML expansion above the

valley’s crest and its potential to modulate pollutant concentration, particularly for ur-

banized valleys, there is insufficient observational evidence of this effect. Recently Halios

and Barlow (2018) studied the morning transition using ground-based remote sensing and

in situ instrumentation in central London, finding that buoyant production of TKE at

the surface and shear production in the upper half of the atmospheric boundary layer

(ABL) erode the stable layer. They highlighted the importance of regional flows, such as

low-level jets, in determining the urban boundary layer structure and growth.

The goal of this research is to gain insight into the processes mentioned above, based on

the study of the trade-off between observed proxies of the energy provided to the valley

atmosphere such as H, and of the energy required to erode the nighttime inversion, both

key in the growth of the mixed layer depth in a low-latitude, highly urbanized complex-

terrain valley. We also investigate the practical implications of the relative variability of

these two proxies regarding the air quality and explore the efficiency of the energy injected

into the atmosphere. Previous results suggest a substantial modulation of the local air

pollutant concentration associated with ABL variability (Herrera-Mej́ıa and Hoyos, 2019).

We analyze nine months of ground-based remotely sensed thermodynamic profiles and in

situ observations, including data from a microwave radiometer, a radar wind profiler, a

3D sonic anemometer, automatic weather stations, and air quality monitoring sensors.

Furthermore, we evaluate the role of the valley circulation, primarily the vertical wind

shear, and the regional meteorological conditions at different levels in the atmosphere, on

the SBL erosion efficiency.
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Section 3.2 presents a detailed description of the study area and the observational

dataset. Section 3.3 the different thermodynamic proxies used in this study for the as-

sessment of Qreq and Qprov. Section 3.4 includes the results of the relationship between

the selected Qreq and the Qprov. The section explores the SBL erosion efficiency, its depen-

dence on local and regional meteorological conditions, the implications on air quality, and

the intra-annual variability associated with the meteorological conditions in the valley.

Finally, section 3.5 presents the most important conclusions of the study.

3.2 Geographical context and datasets

We use in situ and ground-based remote sensing observations, as well as satellite and

reanalysis information from February 1 to November 21, 2018. Ground-based instrumen-

tation is located along and across the region of interest, a heavily urbanized low-latitude

narrow valley located in Colombia. In the analysis, all days with available data are con-

sidered, regardless of the meteorological conditions; in other words, we do not pre-select

fair-weather days for the analysis. In a low-latitude environment, such days correspond

to less than 1% of the data, which would restrict the study to very few cases, focusing

on the exceptional circumstances and not the expected scenarios. The datasets comprise

wet, transition, and dry seasons.

Geographical Context

The study uses information from the Aburrá Valley monitoring network. The Aburrá

Valley is located in Colombia, in the Andes Cordillera, between 6oN and 6.5oN and 75.3oW

and 75.6oW (see Figure 5.1), and it is characterized through a major bend between a south-

to-north and a southwest-to-northeast section. The widest cross-section of the valley, from

ridgeline to ridgeline, is 18.2 km, with a relatively flat section of approximately 8 km at

the bottom. The narrowest valley floor section is around 3 km wide. The mean depth of

the valley is 1100 m. The highest peak, approximately at 3110 m.a.s.l, is in the western

crest. The basin outlet is at 1290 m.a.s.l.

From the point of view of turbulent exchanges, the complexity of the region is due to

the rugged topography and the highly urbanized area. More than four million people are

settled in an area of 1152 km2. Additionally, the urban area reaches, in some locations,
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Figure 3.1: a) Geographical context of the Aburrá Valley, located in northern South America,

Colombia, Department of Antioquia, north of the equator. The map shows, in brown to blue

colors, the height above sea level, the main topographic features in the region, and the location

of the sensors used in the study, including a microwave radiometer (MWR), a ceilometer, air

quality monitoring stations, and a sonic anemometer. b) Hillshade relief map of the study area,

displaying the urbanized areas of the valley, in gray.

three-quarters of the hill-slope extension. The high population density in this geographic

setting leads to several environmental challenges. These include the recurrent onset of

critical air quality episodes due to the high demand for fossil fuels linked to motor ve-

hicles and industries and the limited ventilation of the valley’s atmosphere for pollutant

dispersion.

Sensors and datasets

The Aburrá Valley observations used in this study were obtained from the real-time

meteorological and air-quality monitoring network of the Medelĺın and the Aburrá Valley

Early Warning System (SIATA, www.siata.gov.co).

Microwave Radiometer (MWR). An MP-3000A MWR, manufactured by Radio-

metrics, provides continuous information of the vertical temperature and relative humidity

profiles in the Aburrá Valley up to 10 km from the top of SIATA’s main operation cen-
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ter, approximately 60 m above the surface (see Figure 5.1a). The site is inside a sports

complex, surrounded by different types of urban land uses. The MWR is a passive re-

mote sensor that measures the radiation emitted by atmospheric gases using 31 different

submillimeter-to-centimeter wavelengths. The MWR is useful for the retrieval of the ther-

modynamic state of the atmosphere at different levels, thus allowing the assessment of

atmospheric stability. The temperature and relative humidity retrieval algorithm used in

this case includes a modification from the one provided by Radiometrics. The modifica-

tion uses a regression-based algorithm using sounding data, similar to the methodology

in Massaro et al. (2015), yet using neural networks. The MWR provides vertical profiles

with a 2-minute temporal resolution and variable spatial resolution: 50 m from the surface

to 500 m, 100 m up to 2 km, and 250 m up to 10 km. The lower-troposphere retrievals

(below 4 km above the surface) are used to calculate the proxies for Qreq. Roldán-Henao

et al. (2020) show that the skill of the temperature and moisture retrievals using the MWR

is high. The correlations of the potential temperature and virtual potential temperature

profiles obtained using MWR and radiosondes, from the surface up to 1100 m, is >0.85.

Radar Wind Profiler (RWP). The RWP uses refractive index variations caused

by changes in humidity, temperature, and pressure, to retrieve vertical profiles of winds

(Lau et al., 2013). The Aburrá Valley wind profiler, a RAPTOR VAD-BL by DeTect

Inc., works at a nominal frequency of 1290 MHz, reaching up to approximately 8 km

above the surface under high humidity conditions. The RWP is designed to measure the

wind profile in various operation modes that differ in their vertical resolution, as well as

in the atmospheric domain sensed. The operation of the RWP includes two overlapping

modes: in the higher resolution mode (60 m), the RWP retrieves the wind profile from 77

to 3500 m, and in the lower resolution mode (72 m), from 2500 to 8000 m. In the present

study, only data from the higher resolution mode is used. The temporal resolution is five

minutes.

Eddy-Covariance flux tower. An Eddy-Covariance tower equipped with a CSAT3

ultrasonic anemometer (Campbell Scientific) is used to obtain the three wind components

(u′, v′, and w′) and sonic temperature (T ′s) with a sampling rate of 20Hz. The instrument

is installed 10 m above the surface, on a mast located next to the local airport (see Figure

5.1a). The absence of tall buildings in the surrounding area prevents the data from

being strongly affected by the local circulation. Raw data are stored at full resolution

in 24-hour files, and the statistical first- and second-order moments are calculated using

30-min block periods. After applying standard data quality controls (periods flagged by
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the instrument, checks for large data gaps and consistency limits, and data despiking), a

coordinate double-rotation was applied to each 30-min interval to obtain the along-wind

u and cross-wind v components. The latter ensures that the magnitude of the mean

lateral and vertical components of the velocity vanishes for each of the averaging interval

(e.g. McMillen, 1988; Finnigan et al., 2003; Stiperski and Rotach, 2016). Additional post-

processing procedures include flux corrections (Webb et al., 1980; Moore, 1986; Schotanus

et al., 1983), and assessing of non-stationarity (following Foken and Wichura (1996)). A

detailed description of the post-processing steps will be included in a separate publication

(Herrera-Mej́ıa et al. in preparation).

Air-quality monitoring stations and ceilometers. All of the criteria air pollu-

tants defined by the United States Environmental Protection Agency (U.S. EPA), except

for lead, are routinely monitored in the region, in a 37-station comprehensive and accred-

ited monitoring network. For this study, data from four in-situ PM2.5 stations equipped

with a U.S. EPA Federal Equivalent Method (FEM) Met One Instruments BAM-1020

monitor is used. These stations are located along the base of the valley, some of them

intentionally selected far from the location of the MWR and the CSAT3 (see Figure 5.1a),

so as to indirectly test the representativeness of the proxies for Qreq and Qprov for the en-

tire valley. Retrievals from three Vaisala CL51 ceilometers (910 nm wavelength) are used

to illustrate the structure of the vertical profile of aerosols in different Qreq scenarios. The

ceilometer used is installed at the same site as the MWR (see Figure 5.1a). Ceilometers

provide information regarding the laser-pulse energy backscattered by clouds and other

atmospheric components, including aerosols, expressed as the backscattering attenuated

coefficient (Emeis et al., 2009; Kambezidis et al., 2012; Wiegner et al., 2014).

Reanalysis and satellite data. ERA5 reanalysis data (Hersbach et al., 2020) is

used to calculate the velocity potential corresponding to the reanalyzed wind fields. For

the estimation of both variables, the wind field is separated into two components, the

rotational (
−→
V rot) and the divergent component (

−→
V div) of the flow. The divergent winds

are used to calculate a velocity potential (χ), satisfying that the winds flow out low

potentials and
−→
V div = ∇χ. In other words, χ is obtained as the solution to the equation

∇2χ = ∇·
−→
V (Krishnamurti et al., 2013; Laing and Evans, 2015). We also use the Outgoing

Longwave Radiation (OLR) from the NOAA daily interpolated dataset (Liebmann and

Smith, 1996).

WRF. We used the output of the operational daily 00Z WRF (version 3.7.1) 24-hour

forecasts for three years. The model configuration includes three nested domains with 18
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(191 x 191), 6 (82 x 118) , and 2 (136 x 136) km grid spacing, and 40 vertical levels up

to 50 hPa. The description of the domains and the model setup are described in detail

in Herrera-Mej́ıa and Hoyos (2019).

3.3 Methodology

The observational assessment of turbulent fluxes, vertical structure of virtual potential

temperature (θv) and wind components, regional meteorology, and air quality allows

studying the variability of the inversion breakup as a function of proxies representing

Qreq and Qprov, the SBL erosion, and the impacts on local particulate matter (PM) con-

centration in a narrow, low-latitude valley. We use the Aburrá Valley datasets as a case of

study. Considering the observational approach described in the following paragraphs, in

the context of the present study, and different from the previously cited works, the term

inversion breakup refers to the injection of enough energy Qprov in the ABL, in the form of

sensible heat flux H, to offset the Qreq in order to generate, at least, non-local instability.

The latter ensuring that the depth of the mixed layer exceeds the valley crest height at

some point after the non-local instability is achieved. Herrera-Mej́ıa and Hoyos (2019)

studied the diurnal evolution and variability of the depth of the mixed layer using dif-

ferent techniques, including a multi-sensor Richardson number approach (MWR+RWP).

The maximum average mixed layer height, 1310 m agl, is reached between 12:00 and 13:00

LT, exceeding the average valley crest height. Considering the day-to-day variability, the

maximum mixed layer thickness exceeded the average depth of the valley in 75% of the

days in their assessment. The minimum average mixed layer height is 413 m agl, at 06:00

LT.

The methodology includes (i) the assessment of the magnitude and the intra-diurnal

evolution of the proxies for Qreq, (ii) the evaluation of the surface H as a proxy for Qprov,

(iii) the study of the breakup time variability and the SBL erosion, (iv) the assessment

of the role of local and regional meteorology on the SBL erosion efficiency, and (v) the

estimation of the breakup time impact on the fine PM (PM2.5) concentration near the

surface. We also examine the Qreq-Qprov relationship from operational weather forecasts

to explore whether the WRF model reproduces the observed relationship under realistic

simulation conditions.

To better understand when and under which conditions the inversion breakup occurs,
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we start by assessing and comparing the characteristics of the valley atmosphere before

sunrise, using thermodynamic profiles obtained from a MWR, and the energy provided to

the valley’s atmosphere in the form of H. The thermodynamic profiles allow establishing a

proxy for the amount of energy required to erode the stably stratified boundary layer, until

the breakup occurs (Qreq). H is estimated using the eddy-covariance (EC) technique based

on the turbulent fluctuations of the wind speed and sonic temperature measured using a

3D sonic anemometer. The overall approach combines high-frequency measurements near

the surface with macroscopic observations of the atmosphere in the vertical profile.

The inversion breakup assessment using a data analysis approach involves challenges

associated with the spatial representativeness of each of the variables considered in the

study. The latter is arguably the main reason why similar studies in the literature follow

a modeling-based approach rather than an observational one. Turbulent fluxes estimated

from in-situ observations generally represent the local-scale variability conditioned to the

intrinsic heterogeneities of the terrain. In contrast, the thermodynamic profiles repre-

sent the macroscopic features of the atmosphere. Therefore, it is necessary to evaluate

whether the observational datasets used in this study are suitable for the primary pur-

pose and whether they reproduce the overall dynamics around the morning transition.

Notwithstanding the potential limitations, the analysis using data sets of independent

and different nature constitutes a robust assessment of the inversion breakup process.

The covariability among the datasets used in the study would imply a coherent response

or connection among different atmospheric scales considered.

Proxies for Qreq

An accurate determination of Qreq depends, first, on a precise definition of the breakup

time in the context of the present study. The breakup time is defined as the moment when

the convective inhibition energy in the lower troposphere is compensated by the injection

of H, triggering non-local instability within the valley’s atmosphere and establishing the

initial conditions for the boundary layer growth phase. Following the work by Angevine

et al. (2001), for flat terrain, numerous authors (e.g. Beare, 2008; Nadeau et al., 2020) have

defined the inversion breakup as the onset of the CBL, the time at which the nocturnal

inversion in the surface layer has been fully eroded and turbulent eddies from the surface

reach a certain depth (e.g., Angevine et al. (2001) used 200m above ground level). To

some extent, the size of the eddies may be assessed observationally.
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The appropriate selection of a proxy for Qreq is not straightforward, mainly because

such an index should adequately represent the entire volume of the valley’s atmosphere.

We consider thermodynamic indices such as the Convective Inhibition Energy (CINE)

and the vertical gradient of θv at the lower troposphere (dθv/dz) computed using thermo-

dynamic profiles obtained using a MWR. CINE indicates the amount of energy inhibiting

the updraft of air parcels and is also an indirect measurement of the lower troposphere

stability: as the stability of the atmosphere increases, CINE becomes more negative.

Conversely, unstable atmospheres correspond to CINE nearing zero. CINE is estimated

as

CINE =

∫ LFC

SFC

g
T ′v − Tv
Tv

dz,

where LFC is the level of free convection, SFC is the surface level, Tv is the virtual

temperature of the environment, and T ′v is the virtual temperature of the parcel (Peppler,

1988). On occasions, the LFC largely exceeds the depth of the valley, where the trade

winds advect eastward the H and the pollutants emitted at the surface. As a result,

the amount of energy required for CINE to become zero is larger than the amount of

energy required to erode the stability within the valley. Also, the mechanisms that lead

to changes in the thermodynamic profile above the valley may not be fully linked to

the turbulent exchanges near the surface, but the forcing could be associated with the

synoptic scale. To address this potential issue, and to have more control over the CINE

integration height, the LFC is forced to a maximum of 1200 m, just above the average

depth of the valley (see Figure 5.1). The modified index is referred to as CINE1200.

In order to explicitly state that the vertical gradient of θv, dθv/dz, is obtained from

discrete profiles, we change the notation to ∆zθv, where ∆zθv is computed as the difference

between θv at height z and θv at height z − ∆z, θv(z) − θv(z − ∆z). z correspondes

to the height above ground level (agl). We consider ∆z = 200m, with an exception

for ∆200θv, computed as θv(200magl) − θv(50magl) to avoid the potential effects of the

roughness sublayer.∆zθv has been extensively used as a proxy for the inversion strength

(e.g. Whiteman, 1982), considering that dθv/dz > 0 corresponds to stable stratification,

dθv/dz = 0 to neutral conditions, and dθv/dz < 0 to an unstable atmosphere (Peppler,

1988; Curry and Webster, 1999). We consider ∆zθv for different atmospheric layers within

the valley’s atmosphere.

We use different proxies for Qreq in order to test the sensitivity of the results to differ-

ent stability estimations. The proxies considered for Qreq on a daily time scale include

the minimum values of CINE and CINE1200 after sunrise considering the topographic
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shading, and to the maximum value of ∆zθv at different atmospheric layers within the

valley’s atmosphere.

Inversion breakup time

Based on the different proxies for Qreq, the breakup time is assumed to have occurred when

CINE = 0 (or relatively close to zero -we use |CINE| < 20 J kg−1 as a threshold-), and

when ∆zθv becomes zero after having been positive.

Figures 3.2a and b depict the steps used to assess the strength of the stability (Qreq)

and the determination of breakup time for a particular day. The figure shows the method-

ology using ∆200θv as an example; however, a similar approach is followed with the other

layers considered and when using CINE and CINE1200. In the example, the proxy for

the strength of the stability is determined as the maximum positive ∆200θv after sunrise.

According to Figure 3.2a, the value representing the strength of the instability for that

particular date is 1.26 K. Figure 3.2b marks the breakup time, after 11:00 LT, correspond-

ing to the moment when ∆200θv = 0.

Qprov = 0.90 MJm-2

Qreq = 1.26

Threshold
△200θv = 0

a) b) c)

1 1 1

2 2

Figure 3.2: Graphical representation of the steps used to assess the strength of the stability

(Qreq) and the breakup time for a particular day. This example uses ∆200θv as a proxy for Qreq,

but a similar methodology is followed for other proxies. a) The proxy for the strength of the

stability is recorded as the maximum positive ∆200θv after sunrise. b) Detection of the breakup

time. c) Estimation of Qprov as the time integral of H from the moment used to record the

strength the stability (maximum Qreq after sunrise) until the inversion breakup.
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Proxy for Qprov

The proxy used for the daily Qprov (see Figures 3.2c) is the time-integrated surface H from

the moment used to record the strength of the stability (maximum Qreq after sunrise)

until the inversion breakup (see Figures 3.2a and b, respectively). The proxy is based

on a modified version of the methodology presented in Angevine et al. (2001), which is

based on the boundary layer growth equation in Garratt (1992). The difference with

their approach is that since we used different proxies for Qreq, we also obtain different

estimations for Qprov.

The methodology assumes that the temperature profile is mainly modified from the

bottom as a function of sensible heating. This encroachment approach may introduce

biases, given that it does not account for the θv profile modification in the lower tropo-

sphere, hence the stability modulation due to horizontal thermal advection. However, the

observational evidence from MWR retrievals (not shown) suggests that θv in the valley’s

atmosphere mainly varies as a result of vertical processes, with potential temperature

changes lagging those in layers closer to the ground. The H is estimated using the EC

technique with a block-averaging period of 30 minutes.

Role of breakup time in air quality

As per the definition, the breakup time is closely related to thermodynamically driven

vertical dispersion processes. Consequently, the erosion of the SBL may play a vital role

in pollutant concentration. The hypothesis is that the earlier the SBL erosion, the faster

the vertical dispersion of pollutants occurs, lowering the average daily values of different

pollutants. In the Aburrá Valley, PM2.5 is the most critical air pollutant.

The analysis of the impact of the inversion breakup time on the air pollution near

the surface of the valley is accomplished by assessing the changes in probability density

functions of PM2.5 concentration when constructed as a function of different breakup

time thresholds.
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Role of local and regional meteorology on the breakup time

One of the challenges in better understanding the ABL in complex terrain, and in particu-

lar, the morning transition, relates to the multiscale nature of the processes that modulate

the phenomena. The overall behavior of the atmosphere at different levels exhibits signs

of multiscale interaction, both in time and space. The latter is particularly true for the

ABL over complex terrains, where the diurnal cycle, including the transition from the

SBL to the CBL, is modulated by processes evolving on different temporal and spatial

scales (e.g. Serafin et al., 2018; De Wekker and Kossmann, 2015).

The large-scale modulation of the ABL could occur directly through kinetic energy

transfer between different scales of motion or indirectly via regional and large-scale changes

in the conditions that favor or inhibit cloud formation, leading to surface radiative forcing.

Thus, there are at least two competing hypotheses to assess. The first hypothesis is that

positive anomalies of large-scale convection could enhance the growth of the ABL through

kinetic energy transfer and large vertical pressure gradients in the entire atmospheric col-

umn forcing mass exchanges between the valley’s atmosphere and the free atmosphere.

On the other hand, the second hypothesis is that enhanced convection leads to cloud

formation that reduced the radiation reaching the surface, slowing down the growth of

the ABL. For this reason, it is essential to explore not only the turbulent exchanges but

also the potential role of the valley flow (in particular, the magnitude of the vertical wind

shear within the valley’s atmosphere) and the synoptic atmospheric circulation on the

breakup time.

In the tropical environment, pressure patterns persist for very long periods, and the

pressure and geopotential height gradients are typically weak, even during the passage of

storm systems or perturbed weather in general. For this reason, the wind field is more

useful than the pressure or geopotential height fields in describing the synoptic conditions

in the tropics. In this regard, the velocity potential anomalies summarize the effect of

synoptic-scale convection, allowing the tracking of upper-level divergence or convergence.

In the overall assessment, three different atmospheric scenarios are considered to es-

timate the potential differences in the magnitude of the vertical wind shear within the

valley’s atmosphere and differences in the synoptic atmospheric circulation as a function

of the breakup time. In this case, in all scenarios considered Qreq > Qreq. These scenarios

correspond to cases when the nighttime inversion is strong (high Qreq) and i) the magni-
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tude of the energy forcing provided to reach the morning transition via sensible heating

is lower than the 33th percentile among all days considered in the study, ii) times when

the energy provided to reach the transition is between the 33th and the 66th percentile,

iii) and days for which the energy provided to the system, before reaching the transition,

is larger than the 66th percentile.

3.4 Results

One of the main challenges in assessing the inversion breakup from an observational

perspective is to ensure that measurements from in-situ sensors and ground-based remote

sensing equipment represent the overall ABL variability in the valley. The latter is not

only a challenge but a source of uncertainty in all ABL observational studies. While

this challenge is difficult to overcome, it is possible to evaluate the holistic coherence and

consistency among all variables in the dataset, and their capability to represent the ABL

dynamics. Considering that most variables used in this study are obtained using different

measurement techniques, high co-variability and interdependence in the dataset would

indicate a skillful representation of the zeroth- and first-order valley dynamics, including

the major spatial and temporal scales of variability.

Figure 3.3a depicts the interrelationship between the hourly H, ∆200θv, and CINE1200.

Evidently, negative values of ∆200θv correspond to near-zero values of CINE1200, and

conversely, positive values of ∆200θv are associated with negative values of CINE1200.

The Pearson correlation between ∆200θv and CINE1200 is -0.80. Figure 3.3b shows the

correlations among all the Qreq proxies considered, including ∆200θv, ∆800θv, ∆Totalθv

(θv(1200magl)−θv(50magl)), ∆Supθv (θv(800magl)−θv(50magl))), CINE, CINE1200,

and CINE1500. The magnitude of the linear correlations among all Qreq proxies, except

between CINE and ∆Supθv, is over 0.6, emphasizing the high covariance between the

virtual temperature at different heights in the lower troposphere, below LFC. This result

serves as evidence of the strong dependence of the temperature profile on the surface

heating, rather than on thermal advection. It is important to note that in 47 out of the

total 291 days with data available, the inversion breakup, as defined in the present study,

was not reached.

Figure 3.3a shows that, for strong surface forcing to the ABL (high values of H), the

likelihood of positive values of ∆200θv is very low. In other words, it is unlikely to have
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Figure 3.3: a) Observed covariability between H, ∆200θ, and CINE1200. Colors indicate the

magnitudes of CINE1200. The figure shows CINE1200 increases (less negative) as the slope of

the potential temperature profile ∆200θv changes from positive to negative, reaching its highest

negative values when the forcing is low and ∆200θ is close to zero. b) Correlation matrix among

all the Qreq proxies considered, including ∆200θv, ∆800θv, ∆Totalθv (θv(1200magl)−θv(50magl)),

∆Supθv (θv(800magl)− θv(50magl))), CINE, CINE1200, and CINE1500. Colors in the corre-

lation matrix indicate positive (red) or negative (blue) values for the Pearson coefficient; the

darker the color, the higher the magnitude of the correlation.

stable stratification when the heating is strong. Correspondingly, when H is larger than

150 Wm−2, the average of CINE1200 is -7.5 Jkg−1. The large spread of the data at the

bottom portion of the H-∆200θ scatterplot is a consequence of the fact that the transition

from a stable to an unstable atmosphere is a cumulative process, which does not depend

exclusively on the magnitude of the surface forcing at a given time, but also on multiple

additional factors (essentially on H during the hours before the breakup). Furthermore,

the observed relationship between H and the incoming radiation (not shown) is very high,

with a correlation of 0.89. Despite the different nature of the physical principles used to

measure the different variables, the high covariability corresponds well with the expected

behavior of the ABL, suggesting a clear link between the radiative forcing and H with

the evolution of the nocturnal inversion within the valley. Based on these results, it is

possible to follow the described observational approach. Additionally, considering the

high correlations in 3.3b, the subsequent results are obtained using two proxies of Qreq:

a near-surface stability proxy (∆200θv), and a lower-troposphere column integrated proxy

(CINE1200). Results using other proxies are similar and do not alter the main conclusions
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of this study.

Qreq vs. Qprov

Figures 3.4a and b show the relationship between Qreq, using CINE1200 and ∆200θv as

proxies, respectively, and Qprov prior to the temperature profile neutralization, as de-

fined. Each point on the scatterplot corresponds to a specific day between February and

November 2018. Both diagrams show a remarkable correspondence between the two se-

lected proxies for Qreq, providing evidence that Qprov indeed is required to be higher when

the magnitude of Qreq is large, regardless of the proxy used. The Qreq-Qprov relationship

is not linear. There appears to be a threshold in the strength of the inversion (Qreq), over

which there is a considerable spread in the Qprov before neutralization, implying that, in

some cases, for the same Qreq the magnitude of Qprov could be four to six times larger

than usual before achieving SBL neutralization. The latter suggests the existence of a

heating efficiency similar to the findings of Leukauf et al. (2017). This is explored further

in subsection 3.4.

The relationship observed in both diagrams in Figure 3.4 suggests a different state of

the atmosphere for cases corresponding to the lower and upper parts of the scatter plots.

To further explore this behavior, Figure 3.5 shows the comparison of the state of the

atmosphere on two contrasting days, corresponding to the larger circles in Figure 3.4.

The first case, with a high Qreq, corresponds to February 22, 2018 (see Figures 3.5a, b,

c and, d), and the second case, with a low Qreq, corresponds to October 12, 2018 (lower

panels) (see Figures 3.5e, f, g, and, h). The Figure includes the evolution of the θv profile,

from 05:00 UTC-5 to 14:00 LT, the vertical profile of wind speed and wind direction, the

ceilometer backscattering intensity profile from the surface up to 2.5 km, and finally, the

hourly evolution of PM2.5 concentration.

The θv profiles reveal a strong nighttime inversion on February 22, 2018 (Figure 3.5a),

resulting in a considerable amount of energy required to erode the SBL, a notably shallow

ABL, and a late breakup time (14:45 UTC-5). The shallow ABL persisted after 14:00 as

a direct consequence of the presence of high cloudiness (see Figure 3.5c) diminishing the

incoming short-wave radiation to the surface. The RWP shows relatively strong north-

easterly winds (> 6ms−1) near the surface and up to approximately 400 m throughout

the morning. The wind profile shows a reduction of the wind speed during the morning,



3.4. RESULTS 69

Figure 3.4: Scatter plots of the selected proxies for Qreq, a) CINE1200 and b) ∆200θv, and Qprov

as retrieved following the methodology in Figure 3.2. It is important to note that panel a) uses

−CINE1200. Each point in the scatter plots corresponds to a specific day between February

and November 2018. The larger circles correspond to two contrasting days, February 22, 2018,

and October 12, 2018 as described in the text.

above 400 m and up to the average depth of the valley (1200 m agl) where the speed is

higher due to the trade winds. In this case, the vertical exchanges within the valley atmo-

sphere are restricted by the fact that no large eddies are being formed. In consequence,

under these conditions, pollutants do not mix efficiently, as can be observed both in the

relatively high ceilometer backscattering intensity and in the PM2.5 hourly concentration

record (Figures 3.5c and d). On October 12, 2018, the atmospheric environment was

diametrically opposite. Clear skies allowed for a swift transition from stable to unstable

conditions, an early breakup time (08:00 UTC-5) with an efficient ABL growth, and low

backscattering intensities and PM2.5 concentration. An important feature is that winds

within the ABL are considerably weaker in the morning time on October 12 than dur-

ing the same period on February 22. A similar finding is reported in Halios and Barlow

(2018), with a negative relationship between the growth rate of the mixing layer and the

wind speed. More important than the magnitude of the wind speed, wind shear at the

top of the ABL is higher on October 12 than on February 22. The latter could imply

a larger ABL growth rate due to increased mechanical turbulence by shear production,

leading to entrainment.
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Figure 3.5: The panels show different atmospheric variables for two contrasting days. The

upper panels correspond to February 22, 2018, and the lower panels to October 12, 2018. Panels

a) and e) show the hourly evolution of the θv profile, from 05:00 UTC-5 to 14:00 LT. Panels b)

and f) the time-height cross-sections of wind speed and direction. Panels c) and g) the ceilometer

backscattering intensity profiles from the surface up to 2.5 km. Panels d) and h) the hourly

evolution of PM2.5 concentration. The red dotted line corresponds to the PM2.5 average value

for the entire day.

The absence of a marked top-of-the-atmosphere radiation and surface air temperature

seasonality in low-latitudes does not imply an insignificant valley-scale response to the

annual climatology. In fact, the annual cycle in the tropics does impose variable large scale

forcing, modulating the ABL variability. In the tropics, the seasonality of the Intertropical

Convergence Zone (ITCZ) modulates local cloudiness, precipitation, and surface incident

radiation, altering the characteristics of the nocturnal inversion and the erosion of the

SBL.

Figure 3.6a shows a time-dependent clustering in the Qreq vs. Qprov scatterplot around

two different seasons (Feb-Jun and Jul-Nov). The clustering suggests that the strength of

the nighttime inversion, hence the energy required to erode the SBL, changes significantly

throughout the year. Consequently, the inversion-breaking time also varies (see Figure

3.6b). From February to mid-June, the proxy for Qreq is, on average, twice as large as

that for the July-November period, and the inversion breakup occurs later in the day, in

some cases even after 14:00 UTC-5.

Figure 3.7, similar to 3.4b but calculated using information from the WRF forecast runs.
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Figure 3.6: a) Evidence of seasonal dependence of the Qreq and heating efficiency. b) Evidence

of breakup time variability as a function of Qreq and heating efficiency.

The diagrams for the WRF runs show, in general, a similar behavior to the observations,

but with a larger spread Qprov for large Qreq, suggesting a larger variability in the heating

efficiency in the model. The time of the inversion breakup also varies similar as in Figure

3.6b.

Heating efficiency

The previous results show a non-linear relationship between Qreq and Qprov, and reflect

an increase in Qprov spread with the magnitude of Qreq, with implications for the breakup

time. In a closed system, sensible heating would be used to raise the lower troposphere

temperature, expanding the ABL, and none of the energy would be exported to the

free atmosphere. Under these idealized conditions, the relationship between Qreq and

Qprov would be bijective (one-to-one correspondence). If there are, however, atmospheric

conditions that lead to heat being exported out of the valley’s atmosphere, the heating

efficiency would be diminished and most likely variable (e.g. Leukauf et al., 2017). Figure

3.8a shows, for different Qreq intervals, the 10th, 50th, and 90th Qprov percentiles, with

their corresponding regression functions. For the 10th and 50th percentiles, and up to

approximately the 70th (not shown), Qreq and Qprov follow a linear relationship. This
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Figure 3.7: Scatter plots of ∆200θv and Qprov following the methodology in Figure 3.2 using

information from the WRF forecast runs. The colors correspond to the breakup time in each

case.

suggests that, in 70% of the cases, the energy provided is mostly used to warm up the

atmosphere within the valley: There is a linear relationship between Qreq and Qprov for

all the percentiles explored up to the 70th, and the changes in the slopes among different

percentiles are not considerable. In contrast, from the 75th percentile onwards, Qprov

increases exponentially with Qreq.

Consequently, there appears to be a variable heating efficiency rate that is more evident

for larger values of Qreq, with direct effects on the breakup time: the present observa-

tions suggest that, for all days with very low heating efficiency (large values of Qreq and

Qprov above the 66th percentile), the breakup occurs later than 13:00 LT. Therefore, it

is essential to evaluate which mechanisms or atmospheric patterns are associated with

low heating efficiency. Previous work link this possible leakage of energy with the valley

circulation and the wind speed (Angevine et al., 2001; Leukauf et al., 2016; Nadeau et al.,

2020). This is explored in the following section. The breaking times vary from 07:00

to approximately 16:00 UTC-5, depending on the heat efficiency rate. When the heat

efficiency is low (i.e., in the upper part of Figure 3.8b), the nighttime inversion breaks

late in the afternoon (after 14:00 LT), being unfavorable for pollutant dispersion as shown

in the previous subsection.
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Figure 3.8: a) Regression functions for the 10th, 50th, and 90th Qprov percentiles and Qreq.

The regression functions are obtained for each percentile after binning the Qreq in intervals,

and obtaining the corresponding 10th, 50th, and 90th Qprov percentile for each of the intervals.

b) Selection of three graphical areas in the Qreq- Qprov diagram for composite analyses. The

areas correspond to cases above the mean Qreq, and below the 33th Qprov percentile (Area III),

between the 33th and the 66th percentile (Area II) and above the 66th percentile (Area I).

Role of local wind shear

To evaluate the potential influence of wind speed and vertical shear on the heating effi-

ciency during the morning transition, we conducted a composite analysis of these variables

during three different subsets of dates. The three subsets of dates with contrasting heat-

ing efficiency correspond, in all cases, to values above the mean Qreq, and (i) Qprov values

below the 33th percentile, (ii) between the 33 and the 66th percentile, and (iii) above the

66th percentile (see Figure 3.8b). Figure 3.9a to c, and d to f, show the wind speed and

the vertical wind shear, respectively, for the three subsets of dates. Area I corresponds to

the lowest heating efficiency among the three subsets. Conversely, Area III corresponds

to the highest heating efficiency (less energy provided to reach neutralization for a similar

amount of Qreq). The evidence in the Figure indicates that for lower wind speeds near the

surface between 06:00 and 10:00 UTC-5, and more notably, for higher vertical wind shear,

the inversion breakup occurs earlier and with less energy provided to the atmosphere in

the form of surface H.

The observed enhanced shear corresponding to dates in the Area III set compared to the

other sets is elevated, being maximum across the top of the SBL at the entrainment zone,
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rather than near the surface. Even under low wind speeds and with shear differences less

than 1 ms−1, the observational evidence suggests that shear production of TKE cannot

be neglected. From the observations, the elevated shear appears to play an important

role in enhancing the erosion of the SBL, likely by generating TKE.

Different authors have studied the role of elevated shear in the evolution of the CBL,

most using a modeling approach and some using observations in flat terrains (e.g. Angevine,

1999; Fedorovich et al., 2001; Conzemius and Fedorovich, 2006; Fedorovich and Conzemius,

2008; Halios and Barlow, 2018). However, there is no consensus on whether a mean ele-

vated shear enhances or suppresses entrainment. Conzemius and Fedorovich (2006) state

that the boundary layer begins to grow due to increasing surface H and entrainment,

with air from the free atmosphere being engulfed by convective thermals and becoming

part of the boundary layer, a process that is modified by the presence of an elevated shear

(Fedorovich et al., 2001). Compared to the effect of surface shear, the influence of elevated

shear across the inversion on turbulence in the SBL and CBL is much less studied. It is

clear that in addition to the often dominant buoyancy forcing, the CBL development is

modulated by wind shear, which modifies considerably the internal structure of the lower

troposphere. Therefore from this point of view, the timing of the breakup is modulated

by the evolution of the surface H and the amount of mechanical turbulence due to wind

shear.

Very few studies have explored the role of the elevated shear in a setting characterized

by complex terrain and urbanization. The observational evidence presented here is not in

agreement with the results presented in the theoretical work by Hunt and Durbin (1999).

They found that the elevated shear prevented the entrainment process and the generation

of TKE by deforming thermals so that they do not penetrate as effectively into the inver-

sion, interfering with the entrainment, a process referred to as shear sheltering. However,

in their work, they did not consider the potential effects of density stratification and the

complex terrain setting. In their results, thermals do not overshoot their equilibrium

level, and the CBL growth is slower. Fedorovich et al. (2001) and Conzemius and Fe-

dorovich (2006) explore the directional effect of the elevated wind shear on the turbulent

exchange across the capping inversion in Large Eddy Simulation (LES) experiments. In

the numerical experiments, when the mixed-layer air has a higher momentum than the

air above the inversion (negative elevated shear), CBL growth is enhanced contrary to the

sheltering process described by Hunt and Durbin (1999). In contrast, in cases of positive

shear, CBL growth is diminished. In contradiction to the mentioned modeling results, the
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evidence in Figure 3.9c and d shows a case where higher positive elevated shear (mixed-

layer air has less momentum than the air above the inversion) leads to faster erosion of

the SBL compared to when the positive elevated shear is weaker. The evidence suggests

that the elevated shear does result in thermal damping at the inversion layer inhibiting

the entrainment; conversely, it likely favors TKE generation and intensification of vertical

transport of air from the mixed layer into the above-inversion region. The coincidence in

the modeling studies and the results in Figure 3.9 lies in that the elevated shear appears

to be much more important than the surface shear in the erosion of the SBL.

Figure 3.9: Temporal evolution of the profiles of the meridional winds (a,b,c) and vertical wind

shear (d,e,f) from 05:00 UTC-5 to 14:00 LT, for each set (Areas I, II, and III) defined in Figure

3.8.

In addition to the vertical wind speed and wind shear, the magnitude of the upslope-

downslope winds for the sets of days in Areas I, II, and III was also contrasted. The

results do not show considerable and consistent differences among the three sets of dates.
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Role of synoptic conditions

The role of synoptic conditions on the ABL evolution over the Aburrá Valley is assessed

considering the velocity potential, and OLR anomalies. The anomalies are computed

as the difference between the daily average of the variable of intestest and the monthly

average of the same variable. The velocity potential, and OLR average anomalies for

the set of days corresponding to Areas I, II, and III in Figure 3.8b are shown in Figures

3.10, and 3.11, respectively. Together, these variables represent the overall regional-scale

convective activity.

The results suggest that, overall, for a similar Qreq values, the erosion of the SBL

occurs not only faster but also with lower values of Qprov (higher heating efficiency) for

cases when the deep convection is inhibited regionally. Conversely, the SBL erosion is

delayed, often until the afternoon, in scenarios when the regional deep convective activity

is enhanced. In the latter case, the Qprov values are three-four times larger than in the

former conditions.

Figure 3.10a, b and c show, for Area I, positive velocity potential anomalies at 700

hPa over northern South America, weak anomalies at 500 hPa, and negative anomalies

at 200 hPa, respectively. Since positive (negative) velocity potential anomalies indicate

convergence (divergence), the previous configuration indicates an enhancement of the deep

convective activity in the region. In tropical South America, an enhanced deep convective

activity often leads to cloud formation. Figure 3.11a shows negative OLR anomalies

associated with Area I, which agrees with the observed velocity potential configuration

in Figure 3.10a, b and c. The velocity potential and OLR anomalies for Area II are

the weaker of the three cases (see Figures 3.10d, e, f, and 3.11b). Conversely, Figures

3.10g, h, and i show, for Area III, negative velocity potential anomalies at 700 hPa over

northern South America, weak anomalies at 500 hPa, and positive anomalies at 200 hPa,

respectively. Such configuration, in stark contrast to the configuration shown for Area

I, suggests a suppression of the deep convective activity in the region. OLR anomalies

for Area III are positive (see Figure 3.11c), corroborating the regional deep convective

inhibition. The stream function anomalies at 700 and 500 hPa suggest an anomalously

higher easterly flow for Area I compared to westerly anomalies for Area III, which are

also in agreement with the convective contrast described before (not shown).

The deep convective activity and OLR contrast for the dominant regional conditions
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Figure 3.10: Average velocity potential anomalies for different atmospheric leves and for each

of the set of dates (Areas I, II, and III) selected in Figure 3.8b. The top row corresponds to Area

I, the middle row to Area II, and the bottom row to Area III. Panels a), d), and g) correspond

to anomalies at 700 hPa. Panels b), e), and h) to anomalies at 500 hPa. Panels c), f), and i) to

anomalies at 200 hPa. The x mark corresponds to the location of the Aburrá Valley.

in Area I vs. Area III suggests that the radiative forcing associated with deep convective

clouds plays a more dominant role in modulating the SBL erosion than the dynamical

effect of the regional-scale convection. The average radiation reaching the surface between

06:00 and 12:00 UTC-5 for Area I is 401 Wm−2 and for Area III is 472 Wm−2. It is

expected that this 71 Wm−2 difference in radiation leads to a belated erosion of the

SBL. However, the radiation difference in itself does not directly explain the larger Qprov

required in these cases, considering that Qreq at 06:00 UTC-5 is similar. Nevertheless,



3.4. RESULTS 78

OLR Anomaly [Wm-2] OLR Anomaly [Wm-2] OLR Anomaly [Wm-2]

Figure 3.11: Similar to Figure 3.10 but for average OLR anomalies.

it does suggest that the extended SBL erosion period leads to inefficient heating of the

ABL. It is likely that with longer erosion times, different processes such as heat export

outside of the valley linked to upslope flow (e.g. Noppel and Fiedler, 2002) lead to lower

heating efficiency.

Daily PM2.5 concentrations as a function of breakup time

The timing of the inversion breakup plays an important role in modulating air pollu-

tant concentration. The PDFs for the daily average PM2.5 concentration, conditioned on

breaking times occurring within four different hours during the day (Figure 3.12), sug-

gest that, as the inversion breakup time occurs later in the day, the likelihood of higher

PM2.5 concentrations increases. The concentration of aerosols in the valley’s atmosphere

is mainly influenced by the anthropogenic emissions at surface level and by the vertical

dispersion of pollutants after the inversion breakup (e.g. Herrera-Mej́ıa and Hoyos, 2019).

In cases of a late breakup, emissions accumulate within the SBL until thermal turbulence

is activated, after which pollutants are lifted out of the valley if the mixed layer height

exceeds the valley crest height. For the specific case of the Aburrá Valley, where atmo-

spheric pollutant dispersion out of the valley is almost entirely thermodynamically driven,

the magnitude of the turbulent exchange must be large enough for the ABL to reach the

mountain peaks, where the pollutants are advected away far from the valley by the trade

winds.
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Figure 3.12: Probability density functions of daily PM2.5 concentrations in the atmosphere

near the surface as a function of breakup time.

3.5 Conclusions

The variability and implications of the timing of the stable boundary layer breakup have

been examined for a narrow valley located in the tropical Andes Cordillera using a com-

bination of in-situ turbulent scale observations and remotely sensed macroscopic features

of the local atmosphere. Given the topographic features of the region, it is imperative

to understanding when and under which conditions the nocturnal inversion breaks up

because it corresponds to the time when the exchanges between the surface and the free

atmosphere intensify and reach their maximum, resulting in a more efficient pollutant

vertical transport.

The assessment is based on an observational diagnostic framework developed to study

the breakup time using proxies for the energy required to erode the atmospheric inversion

(Qreq) and the amount of energy provided to the atmosphere via sensible heating (Qprov),

combining high frequency measurements near the surface with macroscopic observations

of the atmosphere in the vertical profile. In this framework, the inversion breakup occurs

when Qprov via surface sensible heat flux (H) is equal to Qreq. Different thermodynamic

indices were considered as proxies for Qreq, including changes of virtual potential temper-

ature in the vertical at the lower-troposphere (∆zθv) and CINE. The inversion breakup

assessment using the proposed framework involves challenges associated with the spa-

tial representativeness of each of the variables considered in the study. However, the

high covariability between the hourly H, ∆200θv, ∆800θv, ∆Totalθv (θv(1200) − θv(50)),
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∆Supθv (θv(800) − θv(50))), CINE, CINE1200, and CINE1500 indicates a coherent re-

sponse among different atmospheric scales considered, hence serving as validation of the

proposed methodology, regardless the limitations.

The relationship between Qreq and Qprov allows concluding that Qprov indeed is higher

when the magnitude of Qreq is large, regardless of the proxy used. However, the obser-

vations indicate that the Qreq-Qprov relationship is by no means simple. The evidence

suggests the existence of non-constant heating efficiency for large values of Qreq, similar

to the findings of Leukauf et al. (2017). In approximately 70% of the cases, the energy pro-

vided is mostly used to warm up the valley’s atmosphere. In contrast, for approximately

25% of the cases, Qprov increases exponentially with Qreq.

The vertical wind shear appears to be an important factor modulating the breakup

time, hence the apparent heating efficiency. Higher vertical wind shear is linked to the

earlier erosion of the SBL, with less energy provided to the atmosphere in the form of

surface H. Moreover, the higher vertical wind shear does not occur near the surface.

Instead, it is elevated, and it is maximum across the top of the SBL at the entrainment

zone, suggesting that shear production of TKE cannot be neglected. The elevated shear,

regardless of directional considerations, appears to play an essential role in enhancing the

erosion of the SBL, likely by generating TKE. The evidence suggests that the timing of

the breakup depends not only on the surface H but also on the amount of mechanical

turbulence due to the elevated wind shear. The observational evidence presented here

is important since there is no consensus on whether a mean elevated shear enhances or

suppresses entrainment.

The synoptic conditions also play a role in the ABL evolution over the Aburrá Valley

and breakup time. Velocity potential and OLR anomalies indicate that the erosion of the

SBL occurs faster and with lower values of Qprov (higher heating efficiency) when the deep

convection is inhibited regionally. Conversely, the SBL erosion is delayed in scenarios when

the regional deep convective activity is enhanced. The contrast in deep convective activity

and OLR linked to variable heating efficiency suggests that the radiative forcing associated

with deep convective clouds plays a dominant role in modulating the SBL erosion than

the dynamical effect of the regional-scale convection. The difference in average radiation

between 06:00 and 12:00 UTC-5 between cases with high and low heating efficiency was

found to be approximately 70 Wm−2. This difference is considerable and translates into

considerably different breakup time, and with longer erosion times, various processes such

as heat export outside of the valley through upslope flow reduce the heating efficiency.
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The results suggest a large breakup time variability as a function of heating efficiency.

In addition, the breakup time variability has been shown to have a profound impact on

local air quality within the valley. The evidence indicates that, for later breakup times,

the likelihood of higher PM2.5 concentrations increases considerably. In cases of a late

breakup in complex terrains, anthropogenic emissions accumulate within the SBL until

thermal turbulence is activated.
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4.1 Introduction

The rapid worldwide increase of urban areas during the last century and the continued

tendency of the population to cluster in these large settlements have brought the attention

of the scientific community, highlighting the need to carry out urban-centered studies (e.g.,

Roth, 2000; Arnfield, 2003; Grimmond, 2006; Souch and Grimmond, 2006; Castán-Broto

and Bulkeley, 2013; Wood et al., 2010). These studies have focused not only on the

small-scale physical processes on which weather forecasts rely (Baklanov et al., 2018) but

also on the impact of the local changes and variability on the global climate and vice

versa (e.g., Rosenzweig et al., 2018). Cities are environments characterized for the high

surface roughness, with a mixture of multiple land surface covers, materials, and obstacle

geometries, modulating the surface energy (-mass) balance, creating their distinct climate

82
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and micro-climates (Oke et al., 1999; Grimmond et al., 2004). The growth of urban

areas is also linked with the increase in the likelihood of climate- and weather-related

risks, including heat stress hazards, flash flooding, and critical air quality episodes (Ward

et al., 2013; Bohnenstengel et al., 2015). One of the most salient features of urban areas

is the alteration of the average temperature and its variability throughout the diurnal

cycle compared to rural areas. The tradeoff between evapotranspiration, restricted by the

absence of vegetation, and sensible heat flux, enhanced by the built environment, leads

to elevated urban temperatures establishing urban heat islands (UHI) (Barlow et al.,

2015). The less energy used for evaporation, the more energy is available for heating the

lower troposphere, raising the urban air temperatures, and increasing the likelihood of

thermal stress (Ward and Grimmond, 2017). On the other hand, emissions of pollutants

and greenhouse gases have become the leading environmental concerns associated with

expanding metropolitan areas worldwide (Santosa et al., 2008; Cleugh and Grimmond,

2012; Bohnenstengel et al., 2015; Kumar et al., 2018). The growth of population, energy

consumption, and the expansion of the current transportation models have led to the

growth of pollutant injection into the atmosphere, worsening air quality conditions in

urban areas, and altering the anthropogenic radiative forcing (Mayer, 1999; Li et al.,

2015). The link between pollution and greenhouse gases is part of the urban ecology,

where the emissions are outpacing our capacity to implement control measures (Grimm

et al., 2008).

Accurate climate and weather forecasts in urban areas and the surrounding region are

vital for the stability and growth of the economy, for the sustainable development of

the region, for promoting strategic planning, and for optimal water and risk management

policies, including early warning plans associated with the occurrence of extreme hydrom-

eteorological events and critical air pollution episodes (Ward and Grimmond, 2017). The

accuracy of the forecasts is intricately tied to the level of knowledge of the urban surface-

atmosphere exchanges (Grimmond et al., 2004), highlighting the significance of, and the

need for, research on the atmospheric boundary layer (ABL) variability, transcending the

scientific curiosity and becoming an issue of high social relevance (van der Kamp and

McKendry, 2010; Di Giuseppe et al., 2012; Chandra et al., 2014; Zhang et al., 2014a).

Highly populated urban centers (e.g., those with more than four million inhabitants)

are often located in developing countries. Among the top 20 world’s largest metropolitan

areas in 2020, 14 are located in developing countries. In these cities, the economic growth

is characterized by immense economic inequality, increasing the vulnerability of a signifi-
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cant portion of the population to extreme weather/air quality/climate variations, inducing

and magnifying adverse health impacts on the population (Baklanov et al., 2015). The

complexity of the urban infrastructure (high surface heterogeneity, and multiple energy

and pollutants sources and sinks), together with the heightened vulnerability, makes big

cities highly complex environments that constitute one of the biggest challenges in terms

of understanding the interactions and exchanges within the surface layer (Kotthaus and

Grimmond, 2014). Adding an extra layer of complexity, a considerable number of cities

located in the world’s mountainous areas are currently facing significant urban growth

(e.g., the European Alps, the Andes) (Perlik et al., 2001; Di Sabatino, 2016), leading

to a nonlinear increase in their vulnerability. Under this scenario, multiple additional

surface-atmosphere interactions and processes could contribute to the momentum, mass,

and energy exchange at different spatial and temporal scales (Zardi and Whiteman, 2013;

Rotach et al., 2015; De Wekker and Kossmann, 2015; Serafin et al., 2018), further mag-

nifying the uncertainties to determine the processes that govern the turbulent exchanges

(Wiernga, 1993), preventing the scientific community from accurately reproducing those

interactions in the local scale in the context of numerical models. Thus, complexity is not

exclusively associated with terrain characteristics but also with the actual spatio-temporal

structure of the resultant turbulent exchanges (Stiperski et al., 2019).

Despite the difficulties for generalizing their results, experimental approaches, particu-

larly field campaigns, are considered fundamental in order to fill the current knowledge

gap concerning turbulent exchange processes over truly complex terrain. In that sense,

over the last thirty years, driven by significant improvements in instrumentation, several

research efforts have been dedicated to studying the implications of non-ideal surfaces

on turbulence characteristics, based on very detailed and well-planned field campaigns.

These field projects could be classified into two main approaches: i) campaigns address-

ing the implications of the urban characteristics on the surface-atmosphere interactions

and the urban boundary layer, highlighting the modulation of air quality and dispersion

processes (Rotach, 1993; Roth, 2000; Allwine et al., 2002; Kastner-Klein and Rotach,

2004; Rotach et al., 2005; Choi et al., 2016; Zou et al., 2018, and references therein),

and ii) studies focused on understanding flow dynamics and turbulent exchange processes

in mountainous terrains (Doran et al., 2002; Fernando et al., 2015; Rotach et al., 2017).

In addition to these comprehensive projects, there have been a significant number of

single-site short-term studies addressing exchange processes in mountainous regions (e.g.,

Moraes et al., 2005; Hiller et al., 2008; Martins et al., 2009; de Franceschi et al., 2009;

Pegahfar and Bidokhti, 2013; Pegahfar and Zawar-Reza, 2017; Hiller et al., 2008; Helgason
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and Pomeroy, 2012; Nadeau et al., 2013; Barman et al., 2019). These campaigns have

produced a large amount of data describing turbulent exchanges in different terrain and

meteorological scenarios. This data is extremely valuable for studying specific features of

turbulence in complex terrains. However, most of these field campaigns and single-site

studies do not address the joint complexity of high-density urban features over mountain-

ous topography; moreover, all the field campaigns have been carried out in extra-tropical

latitudes. In fact, the number of atmospheric boundary layer (ABL) studies focused on

tropical atmospheres both from theoretical and experimental approaches remain signifi-

cantly limited (e.g. Pérez Arango, 2008; Pérez Arango et al., 2011; Correa et al., 2009;

Moraes et al., 2005; Martins et al., 2009; Pegahfar and Bidokhti, 2013; Nisperuza, 2015;

Pegahfar and Zawar-Reza, 2017; Herrera-Mej́ıa and Hoyos, 2019; Barman et al., 2019;

Henao et al., 2020; Rendón et al., 2020), compared to the mid-latitude counterpart. Con-

sequently, operational weather forecasts over tropical-mountainous-highly urbanized areas

have multiple sources of uncertainties, higher than over high-latitude regions.

Due to its complexity regarding geomorphological configuration and demographical dy-

namics, not to mention the high predisposition of this particular region for several risk

management related issues, the Aburrá Valley is considered a natural lab for studying

the complexity of surface-atmosphere interactions and the resulting impacts on the ABL

structure and dynamics. Over the Aburrá Valley, a significant proportion of extreme

precipitation events originate from in-situ local convection, and there is also substantial

evidence that air pollutant concentration is considerably modulated by the ABL vari-

ability (Herrera-Mej́ıa and Hoyos, 2019; Roldán-Henao et al., 2020). Results from a field

campaing study in the Aburrá Valley are not only relevant for this region but they are

also expected to provide general insights on the ABL variability for urbanized complex-

terrain regions. A long-term field campaign on land-atmosphere turbulent exchanges has

been designed and implemented to collect relevant data to assess the variability of tur-

bulent exchanges in a highly-urbanized, complex-terrain, low-latitude region. The main

goal of the campaign is to generate long-term information on turbulent exchanges useful

for addressing questions regarding the spatio-temporal variability of boundary-layer pro-

cesses and the ABL in these scenarios, the implications for pollutant concentrations, the

influence on local convection, the interaction of the ABL with the regional and synoptic

atmospheric conditions, and also for numerical model evaluations and testing theoretical

findings obtained for flat and homogeneous terrains. A better knowledge of the ABL

structure and dynamics is fundamental for understanding the air pollutant dispersion in

the atmosphere (Nieuwstadt and van Dop, 1982; Kastner-Klein and Rotach, 2004), the
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urban meteorology (Baklanov and Mahura, 2009), and the development and evolution of

deep convection.

The COmplex terrain Measurement Project for Land-atmosphere Energy eXchanges

(COMPLEX) campaign started in 2018, attempting to supplement the existing set of

instruments providing observations of boundary-layer processes with turbulence measure-

ments. COMPLEX is a long-term experimental setup placed in a highly urbanized Andean

valley that offers high-quality turbulence datasets to gain insights into the micrometeoro-

logical phenomena and fill in the current knowledge gap regarding exchange processes in

urban-mountainous terrains. Along with other instrumentation, including in-situ meteo-

rological gauges and ground-based remote sensors, COMPLEX aims to serve as a platform

to investigate the relative contribution of the urban area and the complex topography in

the resulting ABL dynamics and turbulence characteristics in the Valley. COMPLEX

data also aims to serve as a framework for evaluating the applicability of the current

surface-layer theories (i.e., MOST scaling), which are mostly based on the assumption

of horizontally homogeneous and flat (HHF) terrain, which are still the foundation for

most of the operational numerical weather prediction (NWP) models, even in complex

environments.

Section 4.2 presents a detailed description of the study area, the description of the

COMPLEX measurement sites, including the stations footprints, as well as the other

sensors already existing in the valley. Section 4.3 presents an introductory description

of meteorological features of the valley, and a preliminary assessment of the wind valley

circulation, the surface energy balance in the valley, and the locally-scaled turbulence

statistics.

4.2 Experimental Layout

Geographical context

The COMPLEX campaign takes place in the Aburrá Valley, a low-latitude, highly-

complex mountainous terrain located in the Colombian Andean region, in the central

mountain range, with an extension of 1152 km2, being home to about four million people.

Medelĺın, the second-largest city in Colombia, together with nine other municipalities, is
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located in the Aburrá Valley. These ten municipalities, the Aburrá Valley Metropolitan

Area (AVMA), represent the second-largest metropolitan area in the country in terms of

population and economy. AVMA is the sixteenth Latin America’s metropolitan area in

terms of the total population∗, but the first in terms of population density, followed by

Mexico City. In fact, AVMA is the most densely populated metropolitan area among all

of those located in OECD (Organisation for Economic Co-operation and Development)

countries.

At the same time, the Aburrá Valley is by far the terrain with the highest topographical

complexity among the largest metropolitan areas in Latin America listed before. The

Aburrá Valley is characterized by a major bend between a south-to-north and a southwest-

to-northeast section. The widest cross-section from ridgeline-to-ridgeline is 18.2 km, with

a relatively flat section of approximately 8 km. The narrowest cross-section is around 3 km

wide. The highest peak is on the western hill (at 3110 m.a.s.l), and the basin outlet is at

1290 m.a.s.l. From the turbulent exchanges point of view, the region’s complexity is due

to the rugged topography and the heavily urbanized area. The built-up surface expands

over 340 km2 (about 30% of the Valley’s total area, and 0.55% of the state’s area), with all

kinds of construction types, sectorized according to per capita income levels. Fifteen or

more story buildings are concentrated downtown and in the wealthiest communes †. The

high population density in this geographic setting leads to several environmental concerns,

including the recurrent onset of critical air quality episodes due to the high demand for

fossil fuels linked to motor vehicles and industries and the limited ventilation of the valley’s

atmosphere to disperse pollutant emissions, and it also exacerbates climate-related risks,

especially flooding and landslides.

COMPLEX sites

During the last ten years, the Aburrá Valley hydrometeorological and air-quality monitor-

ing network has been consolidating into one of the densest and more robust in the region,

with more than 900 measurement sites of several different variables. This densification re-

sponds to the climate- and environmental-related risks in the region, which are a function

of the intensity and frequency of the natural hazards, and the high physical susceptibility

∗After the metropolitan areas of Sao Paulo, Mexico City, Buenos Aires, Rio de Janeiro, Lima, Bogotá,

Santiago, Belo Horizonte, Caracas, Guadalajara, Monterrey, Porto Alegre, Braśılia, Montreal, Fortaleza,

Salvador, and Recife
†Medelĺın’s urban area is administratively subdivided into communes formed by neighborhoods



4.2. EXPERIMENTAL LAYOUT 88

Figure 4.1: Geographical context of the Aburrá Valley. a) and b) Digital elevation model of the

study area. The color scale describe, in blue to brown colors the main topographic features in the

region. Black dots show the location of COMPLEX flux towers, and red dots the remote sensing

equipment part of SIATA’s hydrometeorological network, considered support instrumentation

for COMPLEX experiment. Map c) shows the 340m2 extension of the urban cover in the Valley.

The urban area reaches, in some locations, three-quarters of the hill-slope extension. d) Regional

context of the Aburrá Valley, located in northern South America, Colombia, Department of

Antioquia, north of the equator.

and social vulnerability to these hazards. The monitoring network is operated as part

of the region’s early warning systems SIATA (Sistema de Alerta Tempranas del Valle de

Aburrá, www.siata.gov.co). SIATA is an applied science project of the region’s environ-

mental authority. SIATA is in charge of the management, analysis, and dissemination

of the real-time information as well as building community resilience through education,

social outreach, and emission of warnings associated with climate- and weather-related

risks based on real-time hazard assessment and numerical meteorological and hydrological

forecasts.
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The COMPLEX campaign was designed and implemented, attempting to complement

the already existing set of instruments in the Aburrá Valley for observing the boundary-

layer processes at larger scales with turbulence measurements (i.e., eddy-covariance sen-

sors). COMPLEX includes eight measurement sites deployed in a fully urbanized cross-

section of the Valley (see Figure 5.1), where buildings are mainly two-to-four story resi-

dential buildings forming a relatively well-defined roof level (see Figure 4.2). The eddy-

covariance sensors are placed in one of the narrowest cross-sections in the Valley, where

the topography is more complex. One additional measurement site is located downtown,

right in the center of the Valley’s broadest sections where multiple surface types are in-

volved, including vegetated surfaces, the river, roads, and buildings of variable heights.

This particular site also allows evaluating the implications of the different topographic

features inside of the Valley on the turbulent exchanges.

Figure 4.2: Images of two COMPLEX sites, (left) EH1 and (right) VF1. These photographs

were taken with a camera on board an unmanned aerial vehicle during the land cover charac-

terization process.

The eddy-covariance systems are mounted on 1.2 m cross-arms attached to triangular-

section (equilateral) reinforced towers. The side of the triangular section is 40cm. The

towers are installed on the rooftops of buildings that are identified as the tallest ones in

the surrounding area (see Figure 4.2 for examples). The height of the towers is variable

and depends on the construction and geometry of each roof (see Table S6). Each tower

is equipped with an integrated 3D sonic anemometer and a CO2/H2O open-path gas

analyzer (IRGASON) connected to a CR6 or CR1000X datalogger (both from Campbell

Scientific, USA). Each site also includes lower temporal-resolution measurements from a

net radiometer NR-LITE2 (Kipp & Zonen), and a multiparametric meteorological sensor
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(Thiess). In the EH1 site, a CNR4 Radiometer and a SI-111-SS Infrared Radiometer

Sensor (Kipp & Zonen) are also installed to allow energy balance assessments. Data

transfer is accomplished via a wireless network connection (LiteBEAM 5GHZ antennas,

Ubiquiti networks), enabling daily remote data-collection and real-time instrumentation

monitoring. The eddy-covariance systems sample at 20 Hz rate and the raw data is

stored at full resolution in 24-hour files. The data post-processing using the EddyPro R©

7.0.6 (LICOR Inc.) software allows the generation of files containing 30-min turbulence

statistics information.

Table S1: Basic characteristics of the measurement sites within COMPLEX campaign, as well

as the main morphological parameters in the source areas (80% of the footprint). Each station

name indicates the valley hillslope where it is located (East or West), and the Valley Floor (VF),

and a cardinal number associated with the position on the hill starting at the Valley floor.

Local Slope Aspect Altitude Surface Characteristics

ID Name (◦) (◦) (mASL) zS(m) zH(m) d(m) zo(m)

EH1 Villa Niza 13.49 196 1491 27 6.76 4.73 0.68

EH2 Villa Socorro 14.16 183 1551 19 6.71 4.70 0.67

EH3 Popular 17.70 192 1641 31 7.27 5.09 0.73

EH4 Candelaria 15.80 205 1843 20 8.10 5.67 0.81

VF1 SENA 4.21 152 1469 42 8.90 6.23 0.89

WH1 ITM 7.43 139 1523 20 6.10 4.27 0.61

WH2 CASD 5.98 132 1627 20 7.12 4.98 0.71

WH3 Castilla 15.95 123 1760 22 6.83 4.78 0.68

The process of calculating the aerodynamic characteristics for each COMPLEX station

follows a morphometric height-based approach. In this case, we consider that, to a first-

order, the zero-plane displacement length (zd) and the roughness length (zo) are related

to the height of the roughness elements (Grimmond and Oke, 1999) as follows,

zd = fd ∗ zH
z0 = f0 ∗ zH ,

(4-1)

where zH is the average obstacle height in the influence zone of each station (i.e., station

footprint), and fd and f0 are empirical coefficients derived from observations. For this

study, we use fd = 0.7 and f0 = 0.1 following Grimmond and Oke (1999) suggestion for

urban surfaces. Retrievals of zH for each station footprint were obtained by subtracting

the Digital Elevation Model (DEM) to the Digital Surface Model (DSM) at a 5.3 cm/px
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resolution, obtained through photogrammetry (4056x3040 pixel resolution) using an RGB

- 12 Megapixel camera aboard an unmanned aerial vehicle (DJI - Innovations Inc.). Cli-

matological footprints were estimated following a parameterization for Flux Footprint

Prediction (FFP) presented by Kljun et al. (2015) (see http://footprint.kljun.net/). The

source area used for calculating zH is the 80% of the impact area. The employed foot-

prints correspond to the aggregation of all unstable, stable, and near-neutral cases, for

the 7-month period (Jan-Jul 2020).

Figure 4.3: Example of the followed steps for the estimation of zH for the Valley floor site

(VF1). a) 6-month climatological footprint estimated using the Flux Footprint Prediction model

of Kljun et al. (2015). Each contour of the turbulent flux footprint indicates 10, 20, . . . , 80% flux

of the contributing source area. b) RGB image of the source area. c) Map of elevated structures

in the flux tower source area, obtained through photogrammetry using a camera aboard an

unmanned aerial vehicle. The resulting average obstacle height for VF1 footprint zH = 8.9 m

Considering that the depth of the roughness sublayer is typically assumed to be 2–5

times the mean obstacle height (Raupach et al., 1991), it is reasonable to conclude that the

measurements in the COMPLEX stations are made in the inertial sublayer (see Table S6).

Measurements of turbulence properties should be conducted within the inertial sublayer

to obtain results that are fully representative of turbulent fluxes over the underlying urban

surface(Zou et al., 2018).

Long-term in-situ and remote sensing observations

As mentioned before, COMPLEX was designed and implemented to complement the

already existing robust hydrometeorological monitoring network operated by SIATA (see

Table S2), useful for supporting risk and environmental management operations. All



4.2. EXPERIMENTAL LAYOUT 92

Figure 4.4: Google Maps image (Image c©2021 Maxar Tecnologies) of the area surrounding the

COMPLEX campaign (Eastern hillslope). The contours indicate the climatological footprint

for each flux tower, respectively, estimated using the Flux Footprint Prediction model of Kljun

et al. (2015), based on seven months of data from January - July 2020

the data generated by SIATA is also used for applied research processes. Precipitation

in the Valley is measured (and transmitted in real-time) via multiple types of sensors.

The primary source of precipitation information is a 350-kW C-band polarimetric and

doppler weather radar. In-situ precipitation measurements include a dense tipping-bucket

network, several multiparametric automatic weather stations, which also measure other

meteorological parameters such as temperature, humidity, pressure, and winds, and a

network of in situ disdrometers (Table S2).

The ABL structure and variability in the Valley are closely linked to the development

of extreme precipitation events and to the pollutant concentration in the surface layer,

thus representing a major concern for local risk management and environmental authori-

ties. Vertical profiles from diverse ground-based remote sensing instruments, including a

Microwave Radiometer (MWR), a Radar Wind Profiler (RWP), three lidar Ceilometers,

and a scanning Lidar, are used operationally for monitoring the ABL dynamics.

Ceilometers. SIATA routinely operates three Vaisala CL51 ceilometers to obtain
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Figure 4.5: Same as 4.4 but for West Slope stations

high-resolution vertical profiles of the lower-troposphere structure based on the backscat-

ter intensity from aerosols. CL51 ceilometers work at the 910 nm wavelength and emit

a laser signal every 67 ns, providing backscattering attenuated coefficient measurements

with a vertical resolution of 10m and temporal resolution of 16 s. ABL height estimates

are available operationally with a 30 min resolution (see Chapter 2 for details).

Microwave radiometer. MWRs measure the radiation emitted by atmospheric gases

at submillimeter-to-centimeter wavelengths and are useful for retrieving the thermody-

namic state of the atmosphere at different levels, allowing the assessment of atmospheric

stability in real time. The Aburrá Valley MWR provides continuous retrievals of tem-

perature, relative humidity, and liquid water up to a height of 10 km above the surface

under nearly all weather conditions. The MWR is located at the top of the SIATA main

operations center on the valley floor, approximately 60m from the surface, and it provides

vertical profiles with variable spatial resolution: 50 m from the surface to 500 m, 100 m

up to 2 km, and 250 m up to 10 km.

Wind Profiler. Doppler radars used for vertical wind profiling rely on refractive

index variations caused by changes in humidity, temperature, and pressure. The Aburrá

Valley wind profiler (see Figure 5.1) works at a nominal frequency of 1290 MHz, reaching
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Table S2: List of complementary in-situ and remote sensing instruments of the COMPLEX

experiment.

Number Reference Manufacturer Res. First Record ∗

Multiparametric 30 4.920x.00.00x Thiess 5min 2010-01-01

12 WXT 520 Vaisala 5min 2013-08-01

Tipping-buckets 139 6464 Davis 1min 2011-03-12

Air Quality 31 BAM1020/22 MetOne 1h 2007-08-01

7 200E Teledyne 1min 2012-04-01

9 400E Teledyne-Thermo 1min 2012-06-04

2 T300/48C Teledyne-Thermo 1min 2008-03-01

1 100E Teledyne 1min 2014-02-01

Lidar Ceilometers 3 CL-51 Vaisala 10sec 2014-10-01

Scanning Lidar 1 LR101-ESS-D200 Raymetrics 5min 2018-06-08

MWR 1 MP-3000A Radiometrics 2min 2013-01-01

RWP 1 Raptor VAD-BL DeTect Inc. 5min 2015-01-01

Weather Radar 1 - EEC 5min 2012-01-02

* The date corresponds to the earliest record

up to 8 km above the surface under high humidity conditions (Lau et al., 2013). The

RWP is designed to measure the wind profile in different operation modes that differ in

their vertical resolution and in the atmospheric height range. In our case, we use two

overlapping modes: in the higher resolution mode (60 m), the RWP measures the wind

profile from 77 to 3500 m, and in the lower resolution mode (72 m) from 2500 to 8000 m.

Scanning aerosol Lidar. SIATA operates a Raymetrics elastic lidar, an active

remote sensing instrument using a 1064 nm Nd:YAG laser with a 20 Hz pulse repetition

rate, with a 30 mJ energy per pulse. The laser frequency is tripled to generate pulses

at 355 nm wavelength. The pulse duration in the order of 6 to 9ns, obtaining a spatial

resolution up to 3.5 m, sensing up to 10-15 km. The system is equipped with a receiving

telescope and a wavelength separation unit which enables incoming beam separation into

parallel and orthogonal polarization. This polarization separation allows the particle

identification according to the orthogonal to parallel ratio.

Finally, the criteria pollutants defined by the United States Environmental Protection

Agency (EPA), except for lead, are routinely monitored by SIATA. The air quality mon-

itoring is conducted using reference and equivalent measurement methods. The SIATA
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monitoring network also includes a hydrological component not described here.

4.3 Valley meteorology and preliminary findings

Evolution of key meteorological parameters in a Tropical urban-

ized valley

The absence of a marked top-of-the-atmosphere radiation and surface air temperature

seasonality in low-latitudes does not imply an irrelevant influence of the seasonal cycle

on the evolution of the ABL. In the tropics, the latitudinal migration of the Intertropical

Convergence Zone (ITCZ) (e.g., Schneider et al., 2014) imposes a large scale forcing on

the local cloudiness, precipitation, and surface incident radiation, thus modulating the

atmospheric stability and the exchange processes between the valley boundary layer and

the free troposphere.

The daily mean temperature in the Aburrá Valley typically ranges from 18◦C to 26◦C

throughout the year. Figure 4.6 presents evidence of the seasonally-induced local vari-

ability associated with the ITCZ seasonal cloud forcing. Figure 4.6a shows the monthly

diurnal cycle of the vertical gradient of virtual potential temperature, θv, at the lower tro-

posphere (dθv/dz) computed using the thermodynamic profiles retrieved by the MWR. In

particular, the Figure shows ∆200θv (θv(1200magl)− θv(50magl)), as a proxy for near-

surface atmospheric stability. Positive values of ∆200θv are associated with near-surface

stability, while negative values indicate instability. The most salient features in the Figure

are the predominant stability conditions around March, which lead to the onset of critical

air-quality episodes (Herrera-Mej́ıa and Hoyos, 2019), and the marked close-to-symmetric

diurnal cycle, with a maximum around noon.
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Figure 4.6: Monthly daily cycles of a) ∆200θv a near-surface stability proxy, b) Precipitation

measured at the valley floor, c) ABL height at the base of the valley estimated using the

multisensor Richardson number and d) PM2.5 concentration measured also at the valley floor.

Overall, precipitation in the region exhibits a bimodal pattern (Figure 4.6b), with peaks

in the periods between April-May and October-November also modulated, from a climate

perspective, by the migration of the ITCZ (Poveda, 2004; Poveda et al., 2006). On the

other hand, throughout the year, the daily cycle exhibits a marked cycle of occurrence

of daytime vs. nighttime rainfall events, with wet seasons characterized by substantial

nighttime (20:00-5:00 UTC-5) stratiform precipitation and daytime (13:00-18:00 UTC-5)

convective precipitation events. The convective events are intense and short-lived (30-50

minute), and stratiform events are low-intensity and long-lived. However, and unlike the

near-surface stability proxy, the shape of the diurnal cycle changes from month to month.

From January to March, precipitation occurs predominantly during the daytime; from

April to September, the peak in precipitation occurs during nighttime, and from October

to December, the precipitation is truly bimodal.

The monthly diurnal cycles of the valley’s boundary layer height (at the valley floor)

are shown in Figure 4.6c. The boundary layer height was estimated using a multisensor

technique based on the bulk Richardson number (see Chapter 2 for detailed information).

During the entire year, the maximum average mixed layer height, ∼1310 m agl, is reached

between 12:00 and 13:00 LT, exceeding the average valley crest height. Considering the

day-to-day variability, the maximum mixed layer thickness exceeds the average depth of

the valley in 75% of the days (Herrera-Mej́ıa and Hoyos, 2019). The evolution of the
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ABL height presents evidence of significant differences in magnitude among the different

months but a similar diurnal cycle. The highest depth of the ABL occurs 12:00 to 13:00

UTC-5 and the lowest around 05:00-06:00 UTC-5. The deepest ABL occurs between July

and October, and the thinnest around March.

In general, atmospheric stability and a thin ABL restrict the rise of pollutants from

the surface and over the valley’s crest (where they can be advected away by the trade

winds), leading to pollutant accumulation within the valley’s atmosphere in association

with anthropogenic emissions. As a result of the contrasting effects of nighttime and

daytime precipitation on the aerosol concentration due to net effect of pollutant scaveng-

ing and atmospheric stabilization, the month-to-month variability of the diurnal cycle of

precipitation also modulates the air quality in the region, partly determining the like-

lihood of occurrence of critical air quality episodes (Roldán-Henao et al., 2020). The

daytime precipitation leads to atmospheric stabilization, hence decreasing the occurrence

of vertical updrafts. Figure 4.6d presents evidence of a strong link between the valley

boundary-layer height, the location of a precipitation event in the daily cycle, and the

resulting pollutant concentration close to the valley surface (Roldán-Henao et al., 2020).

Figure 4.6d presents the monthly diurnal cycle of PM2.5, showing higher concentrations

during March, and around 07:00 to 08:00 UTC-5. Months with a shallow ABL height and

limited nighttime rainfall (i.e., March) result in PM2.5 concentration peaks, reaching in

some cases unhealthy Air Quality Indexes (AQI) according to EPA regulations (PM2.5

concentrations exceeding 55µgm−3). However, months with similar (low) boundary layer

heights but enhanced nighttime precipitation events (i.e., October), are favored by the

bellow cloud scavenging, resulting in a positive precipitation net effect, with low aerosol

load in the valley atmosphere.

Assessment of the valley-wind system in an Andean urbanized

valley

A better understanding of the diurnal evolution of mountain winds systems in general,

and that for specific urbanized valleys, is crucial for several important social applications,

including urban planning in mountainous regions. The spatio-temporal variability of

air pollutant concentration is strongly tied to the valley circulation. The operations

of cable-propelled transit systems that are being integrated more often in the last two

decades as a form of urban mass transit in mountainous metropolitan areas demand a
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detailed understanding of the diurnal evolution of mountain winds. The trend of using

cable-propelled systems as urban mass transportation started in the Aburrá Valley and

has now been implemented in several cities in countries like Venezuela, Algeria, Brazil,

Austria, and others (Heinrichs and Bernet, 2014; Tischler and Mailer, 2019). An accurate

representation and simulation of the diurnal evolution of mountain winds is also crucial

for skillful weather forecasting in mountain areas. In metropolitan areas, these forecasts

are needed, among others, for risk management purposes.

The general structure of the winds in mountainous areas under fair weather includes

upslope, up-valley, and plain-to-mountain flows during the daytime, and down-valley and

mountain-to-plain flows during nighttime (e.g. Whiteman, 2000; Zardi and Whiteman,

2013). The evolution of mountain winds is modulated by the differential heating of the

atmosphere that lead to pressure differences, generating thermally-driven winds (White-

man, 2000). The diurnal reversal of the slope, valley, and mountain-plain wind systems

is a very robust and prevalent feature in most valleys in different latitudes. However,

the combination of densely urbanized cities settled in complex-terrain valleys, diverse

terrain configurations, and valley alignment, constitutes a challenge when attempting to

generalize the main features of wind valley circulations.

The Aburrá Valley appears to be an exception to the rule regarding a marked reversal

of slope and valley winds. Figure 4.7 presents wind roses for each of the complex stations

showing the diurnal cycle of wind direction. The wind direction at the eastern slope

stations shows a predominantly northerly wind during the entire day at stations EH1

and EH2. These two stations are the closest to the axis of the valley. Station EH3 shows

evidence of an incipient slope wind reversal combined with the northerly flow seen at EH1

and EH2. At station EH3, during daytime (nighttime), the wind blows predominantly

from the northwest (northeast). Station EH4, the highest and farthest from the valley

axis, shows a marked diurnal wind reversal. At station EH4, during daytime (nighttime),

the wind blows predominantly from the northwest (southeast). At the western slope, the

wind direction at stations WH1, and WH3, do not show a marked wind reversal; rather,

they exhibit a predominantly northeasterly flow. Similarly, the COMPLEX station at

the valley floor VF1, shows predominant winds from the north during the entire diurnal

cycle.
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Figure 4.7: Wind roses for each of the COMPLEX stations showing the diurnal cycle of wind

direction. Each color corresponds to a different hour of the day.

Evidence from other weather stations in the valley also point to an intricate structure of

the wind circulation. Figure 4.8 shows the spatial distribution of all the automatic weather

stations available in the Aburrá Valley, and the diurnal cycle of the wind direction in

selected stations. The stations are selected to illustrate some of the interesting features in

the thermally-driven flows. Only one of the stations on the valley floor, the southernmost

station, shows a marked day-night reversal of the wind aligned with the valley axis. The

northernmost valley floor station in the Figure shows an evident influence of an isolated

82 m high hill (El Volador hill) located to the northwest of the station and near the

valley’s axis. The hill alters the thermally-driven flow observed at the station, which

features northerly and downhill winds during the night and uphill winds during the day.

The evidence suggests that the presence of the 82 m hill completely offsets the valley

circulation at the station.

The wind roses of the stations at the western and eastern hills of the valley also suggest

a more dominant role of the sub-basins in controlling the thermal features that modulate

the predominant wind direction over those thermal effects of the larger Aburrá Valley.

The westernmost station in the Figure, installed in the southern hill of the Santa Elena

creek basin, shows a clear daytime-nighttime uphill-downhill southward-northward wind

reversal, suggesting a very limited role of the Aburrá Valley in driving the wind direction.

Different from the station on the Santa Elena sub-basin, one of the largest within the
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Aburrá Valley, the stations on the western hill are installed on smaller sub-basins; however,

the evidence still shows a dominant role of the sub-basins in determining the thermal

structure around the stations.

Figure 4.8: The left panel shows the spatial distribution of all the automatic weather stations

available in the Aburrá Valley. The right panel shows wind roses in selected slope and valley

floor weather stations, showing the diurnal cycle of wind direction. Each color corresponds to a

different hour of the day.

The wind direction observations from the COMPLEX stations and the weather stations

network suggest that the overall geomorphology of the valley, with its changes from wide to

narrow, to wide sections, modulating changes in wind speed, together with the intra-valley

topographic features and the many sub-basins (”mini-valleys”), and the heterogeneity of

the urban surface in terms of obstacles and thermal properties, alter the structure of

the expected thermal winds. These facts represent at the same time a challenge for

the complete understanding of the wind circulation in the Aburrá Valley, but also an

opportunity for urban meteorology modelers to use the COMPLEX dataset for testing

and improving the representation of important physical processes or mechanisms in the

state-of-the-art urban models for their use in real-word scenarios.
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Surface energy balance on an urbanized cross-section of a tropical

Valley

Knowledge of the surface energy balance is considered fundamental for a a better un-

derstanding of the boundary layer meteorology and climatology of any site (Oke, 1988).

Anthropic modifications to the environment have led to significant alterations to the en-

ergy balance; thus, surface energy fluxes (and CO2 fluxes) of an urban environment differ

significantly from those of surrounding rural areas (Roth et al., 2017), resulting in im-

portant modifications of the global energy balance. COMPLEX, a campaign not only

deployed in an urban environment but in a topographically complex surface (which also

has repercussions on the energy balance), represents a unique opportunity for assessing

the relative contributions of both environments in the energy (and CO2) budgets, and to

contribute to the understanding of current open issues such as the energy balance closure.

Here, given the current lack of measurements (and modeling experiments) to resolve

the other balance components in 6 out of 7 sites during the evaluated period, we only

assess the variability of three of the components of the surface energy balance: the net

radiation (Q∗), the sensible heat flux QH , and the latent heat flux QLE as a function

of the different land cover fractions and slope location. A total of 12 months of data

(2020-01-01 to 2020-12-31) are used to calculate the diurnal cycles for the aforementioned

balance components for the COMPLEX sites. The results are presented in Figure 4.9,

together with the land cover fraction for each station.
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Figure 4.9: a) Land cover fractions within the 80% of the footprint for each COMPLEX site.

Mean daily cycles of b) net all-wave radiation, c) sensible heat , d) latent heat, for each COM-

PLEX station during study period (January-December 2020). Grey shaded areas are ±1 stan-

dard deviation. SR and SS indicate Sunrise and Sunset respectively

The surface morphological properties on the source areas of each COMPLEX site exhibit

a dominant presence of impervious areas (’gray surfaces’), ranging from 60% to 85% of

the footprint for each tower (Figure 4.9a). This percentage remains almost constant for

the stations at the east-hillslope and the Valley floor; meanwhile, for the west-hillslope

towers, the proportion of vegetated area increases up to 27% and 39% in stations WH3

and WH1 respectively, which has a clear impact on the energy balance characteristics

from site to site and on the overall energy structure of the valley.

Net radiation Q∗ in the Aburrá Valley (Figure 4.9b) peaks around solar noon and turn

positive (negative) about half an hour after (before) sunrise (sunset). The magnitude of

the Q∗ peak ranges between 380Wm−2 at EH2 and 530Wm−2 at EH1 with a long-term
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average for all sites of 471Wm−2. At night Q∗ varies between -200 and -10Wm−2. These

values are similar to those obtained by Roth (2007) who summarized some (sub)tropical

cities (12◦N and 32◦N) and reported values ranging from 400 to 600Wm−2 based on

short-term measurements. Moreover, they agree with results from a more recent study,

where Roth et al. (2017) analyzed the multi-seasonal variability of ∼7 years of data over

a residential neighbourhood of Singapore.

Regarding the QH diurnal variation (Figure 4.9c), cycles peak around solar noon, the

western hill stations and the valley floor station peak at 11:00-12:00 LT, meanwhile the

eastern hill stations tend towards a peak at 13:00 LT. There exist a significant difference

between WH3 and the other six flux towers cycles, with WH3 ascending faster and more

than the rest. The magnitude of QH at night strongly depends on the characteristics of

the land cover, particularly on the relative amount of impervious surface area versus the

available vegetation in the footprint of the measurement point. The high urban density

of COMPLEX sites prevent QH from becoming negative (with the exception of WH1 site

with the largest fraction of green area), even after the net radiation changes direction

in the evening. As a consequence, the nocturnal atmosphere in the urban environment

remains unstable (although close to near-neutral) as a result of the release of the stored

heat and the anthropogenic component input. This represents a characteristic feature of

urban environment found in several similar studies (e.g., Roth et al., 2017).

The temporal variability of QLE is similar to that of other cities with peak values ob-

served close to solar noon. This time, the magnitude of WH1 station peak is significantly

larger than for the other sites, responding to the amount of vegetation in the source area

of the station, and demonstrating the influence of available energy in driving evapotran-

spiration. Similar to other suburban sites QLE remains above zero during nighttime.

Locally-Scaled turbulence integral statistics

Turbulence intensity

Turbulence intensity is defined as Ii = σi/U , with i = u, v, w, and it is function of the

Reynolds stresses and the mean velocity profile of the flow. It represents the intensity of

wind velocity fluctuation. Ii depends on the height of observation, the surface roughness,

and stability (Roth, 2000). In an urban environment, given the surface’s characteristic
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roughness, Ii could be up to twice as much as the corresponding rural reference value.

This behavior is not necessarily a result of increasing σi, but due to retardation of the

flow close to the urban canopy. σi will vary randomly due to the strongly sheared wind

profile.

Figure 4.10 presents the variability of Ii for neutral conditions (|ζ| ≤ 0.01) for COM-

PLEX sites, plotted with the correspondent empirical fits found by Roth (2000) based in

9 urban high quality experiments. Although the variability of Ii with the non-dimensional

height Zs/ZH follows the expected exponentially decreasing shape, with the highest value

and increased variability closer to the canopy top (i.e., Zs/ZH = 1), Ii values are signifi-

cantly larger than the reference curve. For the COMPLEX campaign, this could suggest

that the mean flow U is actually lower than for a ’typical’ urban area placed on a flat

terrain by the action of the complex topography.

Figure 4.10: Variation of a) σu/U, b) σv/U and c) σw/U for neutral conditions with non-

dimensional heights zs/zH . Horizontal black-dashed lines represent the IQR for each station

(-height). Grey dashed line correspond to empirical fits found by Roth (2000) based in 9 urban

high quality experiments

Wind speed close to the surface in the valley does not exceed 1-2 ms−1, this reduced

ventilation also has significant consequences for the horizontal dispersion of atmospheric

pollutants at the valley floor. The effect of the horizontal advection in the valley could be

considered negligible compared to the removal potential of the thermodynamically driven

vertical dispersion processes and the wash-out effect of the nighttime precipitation events

(Roldán-Henao et al., 2020).
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Locally-scaled turbulence statistics

One of the current interests in boundary-layer research and thus, one of the main goals

of the COMPLEX campaign, is to evaluate the performance of current theoretical frame-

works, particularly the Monin Obukhov Similarity Theory (MOST, Monin and Obukhov

(1954)), over complex-far from ’ideal’ surfaces, being the case for urban environments

and mountainous terrains. MOST was never intended to be extrapolated to highly in-

homogeneous surface layers where its basic principles are largely violated (e.g., constant

turbulent fluxes in the vertical). However, in the absence of any other suitable conceptual

approach to be used in complex terrain, it should be determined how far we are from

obtaining a set of universal functions and representing turbulence characteristics of these

types of underlying surfaces based on this scaling approach. Besides, it is imperative to

analyze whether or not some unrecognized processes can contribute to the small-scale

variability in complex terrain, which can complement the available list of key variables

(see Stull (1988)) and lead to successful scaling. As the first step towards that direction,

Local Scaling has emerged in order to better understand turbulence characteristics in com-

plex terrain Nieuwstadt (1984). Under this approach, the parameters in the similarity

functions are assumed to be ’localized’, linked to their respective measurement height z.

Several previous studies have presented turbulence statistics of complex terrain under the

local scaling framework, (e.g., Nadeau et al., 2013; Rotach et al., 2017; Sfyri et al., 2018;

Stiperski and Calaf, 2018) and have demonstrated the successful application of it.

Figure 4.11 shows the non-dimensional standard deviations of vertical velocity as a

function of local stability σw/u∗l = Φm(ζ) for unstable stratification, for a station in

the East Hill-slope, EH3, COMPLEX site with the largest terrain slope. ζ represents

the local stability parameter (ζ = z/Λ), and Λ is defined as the local Obukhov length

(Λ = − 1
k

u3∗l
w′θ′l

(
g

θv

)−1
). Subscript l denotes localized mean variables, as in the case for

u∗l, the local friction velocity. As reference, in Figure 4.11a we plot three scaling curves

representing three different surface types, the classical HHF curve reference purposed by

Panofsky and Dutton (1984) (solid-black line). The black dashed line represents the best-

fit curve for a station in the Swiss Alps, based on data over a highly-complex mountainous

terrain (30◦–41◦), found by Nadeau et al. (2013); finally, for the urban reference (dotted

black line), we use a scaling relationship found by Zou et al. (2018) for one sensor at

z = 3.4ZH level over an urban canopy in Changzhou, China.
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Figure 4.11: Scaled standard deviation of vertical wind velocity as a function of local stability

for unstable stratification from (a) site EH3, for an 7-month period between Jan- Jul 2020 (gray

circles), and (b) binned averages from all COMPLEX sites. Error bars represent the standard

deviation of all data points falling into this bin. For comparison, black line represents the

reference curve for HHF terrain (Panofsky and Dutton, 1984), the black-dashed line shows the

best-fit curve for mountainous complex terrain (Nadeau et al., 2013), and black-dotted line the

best-fit curve for an urban surface given by Zou et al. (2018)

The scatter of the individual data points of the normalized vertical velocity is consid-

erably lower than for the horizontal components u and v (not shown), and they suggest

some degree of local scaling. The 1/3 power law (predicted by theoretical considerations)

function seems to reasonably describe the relationship between σw/u∗l and ζ in the free

convection limit (Garratt, 1992) for all COMPLEX stations. However, the magnitude

of Φw data points appear to be lower than the HHF reference suggested by Panofsky

and Dutton (1984), particularly for strong unstable stratification, closely following the

urban reference from Zou et al. (2018). This validates previous results from studies above

urban surfaces (e.g., Rotach, 1993; Feigenwinter et al., 1999; Quan and Hu, 2009; Wood

et al., 2010; Fortuniak et al., 2013). The data show a slight increase of σw/u∗l within

the near-neutral regime, then the values decrease with increasing instability, resulting in

a minimum value around −0.5 ≤ ζ ≤ −0.1 for all the stations. This phenomenon has

been reported previously in some studies over urban surfaces (e.g., Feigenwinter et al.,

1999; Roth, 2000; Christen, 2005; Zou et al., 2018). Apparently, this behavior can only

be found in urban environments; however, the reason remains unclear.
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From bin averages in Figure 4.11b, it is not clear that any relationship exist between

the dependence of Φw on ζ with any particular (-evident) feature or complexity induced

by the terrain, such as slope or distance to the valley floor, neither of any characteristic

of the surface roughness. As a first tentative conclusion we may highlight the potential

of the local similarity approach for describing the standard deviation of wind velocity

components.

4.4 Outlook

The COmplex terrain Measurement Project for Land-atmosphere Energy eXchanges (COM-

PLEX) is a unique long-term field experiment in the Aburrá Valley, a natural low-latitude

laboratory to study the interaction of the influences associated with the urban landscape

and the complex terrain on the valley circulation and on the energy exchanges between

the surface and the atmosphere. Long-term observations of the variability of turbulent

exchanges on tropical latitude are rare, and for that reason constitutes a very valuable

tool for the atmospheric community not only to test the validity of similarity-based the-

ories but also to develop new and modern parameterizations of turbulent fluxes in urban

and complex-terrain settings.
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5.1 Introduction

Most of our understanding of the behavior and structure of the Atmospheric Bound-

ary Layer (ABL) relies on similarity theory, a useful theoretical tool where, based on

the principle that boundary layer observations frequently show consistent and repeatable

characteristics, only a few non-dimensional parameters are required to understand and

estimate the main turbulence properties (Stull, 1988). The empirical relationships devel-

oped under a scaling method seek to be universal functions, and they represent a powerful

tool when describing or comparing turbulence characteristics between sites. However, the

similarity scaling is based on assumptions of statistically stationary turbulence over hor-

izontally uniform surface layer (canonical surface layer), which are rarely met in the ’real

world’ (Nordbo et al., 2013; Schmutz and Vogt, 2019). The Monin–Obukhov similar-

ity theory (MOST) (Monin and Obukhov, 1954) was developed under assumptions that

include horizontally homogeneous and flat terrains, constant fluxes with height in the

surface layer, and quasi-stationary turbulence. MOST never meant to be extrapolated
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to heterogeneous and non-flat surfaces, where those basic principles are largely violated

(Stiperski et al., 2019). However, the lack of any other conceptual framework has thus

far led to this theory being employed in weather prediction and climate models over all

types of terrains, including urban areas, to infer turbulent fluxes from mean meteorologi-

cal variables. It also remains the most used and widely accepted similarity scaling theory

for the atmospheric surface layer (Foken, 2006). The discussion has recently focused on

whether or not MOST can be a suitable framework for surfaces characterized by being

far from ideal, where similarity relationships become severely challenged (Stiperski et al.,

2019).

The first experimental attempts to evaluate MOST were conducted over flat, homoge-

neous terrains, where its fundamental assumptions could be assumed mostly valid (e.g.

Wyngaard et al., 1971; Panofsky and Dutton, 1984). Acknowledging the fundamental

limitations of MOST when dealing with non-ideal surfaces, which can induce spatial and

temporal perturbations to the atmospheric flow, and also the importance of an accu-

rate numerical representation of surface-layer turbulence in numerical weather prediction

and air pollution modeling (Baklanov and Grisogono, 2006), several recent studies have

attempted to validate the turbulence scaling functions in complex surfaces, such as moun-

tainous terrains (e.g., Martins et al., 2009; de Franceschi et al., 2009; Nadeau et al., 2013;

Babić et al., 2016a,b; Rotach et al., 2017; Sfyri et al., 2018; Stiperski and Calaf, 2018;

Stiperski et al., 2019), and urban environments (e.g., Roth and Oke, 1993; Roth, 2000;

Al-Jiboori et al., 2002; Wood et al., 2010; Fortuniak et al., 2013; Pegahfar and Bidokhti,

2013; Pegahfar and Zawar-Reza, 2017; Zou et al., 2018). However, describing and model-

ing the behavior of winds and turbulence over a complex terrain still remains a challenging

issue in the atmospheric boundary layer research. Under these conditions, the hypothesis

of equilibrium between surface and the local fluxes cannot be assumed to be true apriori

given the presence of large rough elements and thermal inhomogeneities. Consequently,

surface fluxes cannot be considered scaling parameters within the whole domain of the

surface layer.

Local similarity has then emerged as the first step towards a better understanding of

turbulence characteristics in non-ideal surfaces (Nieuwstadt, 1984). Under this approach,

the variables in the similarity functions are assumed to be ’localized,’ and linked to their

respective measurement height z, which renders the flow dynamically similar everywhere

or locally invariant (Roth, 2000). As a result, the scaling relations coefficients may change,

but not their original form of the scaling equations (Sfyri et al., 2018). In the local
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similarity framework, z is a vital parameter (Nadeau et al., 2013).

Local scaling initially arises from the need to study turbulent properties on measurement

sites above the surface layer, which is the case of the pioneering work of Nieuwstadt (1984)

in the stable boundary layer. From that, some studies have successfully applied local

scaling over non-ideal surfaces. Roth (2000) made a comprehensive review of turbulence

observations over urban areas, including results of more than fifty different studies ∗,

demonstrating that it was a useful approach to study the physical properties of urban

boundary-layer flows. During the last couple of decades, some studies have also validated

the local scaling approach over urban surfaces, which is the case of Al-Jiboori et al. (2002)

with observations from a 325 m meteorological mast in Beijing, China, and Wood et al.

(2010) with turbulence measurements from an eddy-covariance system at 190 m above

the city of London, UK. Pegahfar and Bidokhti (2013), and Pegahfar and Zawar-Reza

(2017), to our knowledge, are the only studies that have addressed the complexity of the

urban surface in mountainous terrain, working with data from a three-level measurement

tower in Tehran, Iran.

The applicability of MOST over what is considered a complex surface is still an open

issue due to many difficulties when applying traditional scaling rules; this represents a sig-

nificant step back when aiming to evaluate and improve numerical weather prediction over

these types of terrain. The aim of this study is to test the applicability of the local scaling

framework in the surface layer over an urban-mountainous terrain using several one-level

observations from a cross-section in a Tropical Andean Valley. We investigate the appli-

cability of flux–variance relationships for wind velocity components, scalars (temperature

and humidity), and Turbulent Kinetic Energy (TKE) dissipation rate. Our results are

compared with previous results in the literature.

5.2 Theoretical Background

MOST establishes that the structure and characteristics of turbulence in the surface

layer can be described through scaling parameters derived from dimensionless ratios of

meteorological variables (Monin and Obukhov, 1954). Furthermore, MOST states that

any quantity describing the flow in this portion of the atmosphere can be normalized by

one in the following scaling groups,

∗The conclusions were based on fourteen high-quality experiments



5.2. THEORETICAL BACKGROUND 111

u∗l = (u′w′l
2

+ v′w′l
2
)1/4, (5-1)

θ∗l = −w
′θ′l
u∗l

, (5-2)

q∗l = −w
′q′l
u∗l

, (5-3)

where, the subindex l denotes the local scaling approach, meaning that values are scaled at

their corresponding measurement height, z, instead of using surface-layer values. Thus,

u∗l represents the local friction velocity, and u′w′l and v′w′l are the local vertical kine-

matic momentum fluxes of the along-wind u and cross-wind v wind-speed components,

respectively. w′θ′l is the local value of the vertical kinematic heat flux, w′q′l the local ver-

tical kinematic humidity flux, θ is potential temperature, κ (≈ 0.4) is the von Kármán

constant, and g (= 9.81ms−2) is the acceleration due to gravity. The over-bar denotes

time-averaging, while the prime denotes a turbulent perturbation around the evolving

mean values. The velocity variables are normalized using the u∗l, while the tempera-

ture and humidity variables are normalized using the characteristic temperature (θ∗l) and

humidity scales (q∗l), respectively.

Local scaling predicts that each dimensionless quantity can be described, and is a

universal function of the non-dimensional stability parameter, defined as the ratio ζ =

(z−d)/Λ, being z the measurement height above the ground, d the zero-plane displacement

height, and Λ the local Obukhov length, which is defined as,

Λ = −1

k

u3∗l
w′θ′l

(
g

θv

)−1
, (5-4)

where Λ represents the ratio of mechanical to thermal production/destruction of turbu-

lence. ζ is, therefore, a measure of local stability (positive/negative values correspond to

stable/unstable stratification at level z).

In the local scaling framework, the standard deviations of the wind velocity components

σi, where i = (longitudinal -u, lateral -v, vertical -w), are scaled as, Φi = σi/u∗l. The scaled

standard deviation of temperature and humidity are defined as Φθ = σθ/θ∗l and Φq =

σq/q∗l, respectively, and the dimensionless turbulent kinetic energy (TKE) dissipation
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rate as Φε = ε/u3∗l. Φ represents a set of universal similarity functions, different for each

parameter. Its formulation varies with atmospheric stability.

The general form of the local similarity relationships of wind velocity fluctuations for

unstable (ζ ≤ 0 ) and stable (ζ > 0 ) stratification in the MOST framework can be written

as,

Φi = αi(1 + βi |ζ|)ci (5-5)

The coefficients αi, βi, and ci must be empirically determined. The αi parameter

represents the value of a particular normalized standard deviation in the near-neutral limit

and can be interpreted as a measure of the isotropy of the flow (Panofsky and Dutton,

1984; Nadeau et al., 2013). The βi parameter is directly related to the stability parameter

ζ, and its magnitude reflects the degree of the influence of atmospheric stability on σi/u∗l.

The exponent ci is often presumed to be equal to 1/3 under unstable conditions because

of the theoretical prediction of the asymptotic behavior by MOST at the free convection

limit (Garratt, 1992; Roth, 2000). This assumption has been extensively validated for

different studies in all kinds of terrain (e.g., Panofsky and Dutton, 1984; Quan and Hu,

2009; Nadeau et al., 2013; Babić et al., 2016b; Stiperski and Calaf, 2018; Stiperski et al.,

2019). For stable conditions some observations in urban areas have support the validity

of the 1/3 value for the exponent ci (e.g., Quan and Hu, 2009; Fortuniak et al., 2013; Zou

et al., 2018). Grachev et al. (2013) discussed the influence of different kinds of turbulence

(the Kolmogorov turbulence for Rf ≤ Rfcr and the non-Kolmogorov turbulence for Rf >

Rfcr, where Rf is the flux Richardson number, and the critical value Rfcr is about

0.20–0.25) on the dependence of σw/u∗l on increasing stability. They found that σw/u∗l

remains almost constant under stable conditions when Rf ≤ Rfcr, whereas it increases

with increasing stability whenRf > Rfcr. A comprehensive review of various formulations

of Φ functions for wind components can be found in de Franceschi et al. (2009).

Regarding the universal similarity functions for temperature and humidity, the most

general form can be written as,

Φθ,q = aθ,q(bθ,q + cθ,qζ)dθ,q , (5-6)

Again, aθ,q, bθ,q, cθ,q and dθ,q are the appropriate similarity coefficients, and need to be

estimated from field campaigns data. Sfyri et al. (2018) and Fortuniak et al. (2013) present

extensive reviews of similarity relations for the non-dimensional temperature and humidity

standard deviations found in the literature. According to the literature, the accurate
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functional form to relate σθ/θ∗ with ζ seems less clear than for the wind components.

The adopted functional forms selected for COMPLEX data will be further explained in

Section 5.4.

5.3 Data and Methodology

The datasets used for this research were collected during the first semester of 2020 (Jan-

uary 1st -July 31st), using seven integrated 3D sonic anemometers and CO2/H2O open-

path gas analyzers (IRGASON) connected to a CR6 or CR1000X datalogger (both from

Campbell Scientific, Logan, Utah, USA). The instruments were placed in eddy-covariance

towers installed in a fully urbanized cross-section of a Tropical Andean Valley (Aburrá

Valley, Colombia). The Aburrá Valley is a densely populated valley † located between

the Colombian west and central Andean mountain ranges, between 6oN and 6.5oN and

75.3oW and 75.6oW, it is characterized through a major bend between a south-to-north

and a southwest-to-northeast section (see Figure 5.1). The broadest cross-section from

ridgeline-to-ridgeline is 18.2 km, with a relatively flat section of approximately 8 km. The

narrowest section of the Valley is around 3 km wide. The highest peak is on the western

hill (at 3110 m.a.s.l), and the basin outlet is at 1290 m.a.s.l. This set of measurements

is part of the COMPLEX (COmplex terrain Measurement Project for Land-atmosphere

Energy eXchanges) campaign, a long-term experimental set-up designed and implemented

to study surface-atmosphere interactions and the resulting impacts on the atmospheric

boundary layer (ABL) structure and dynamics in a densely built complex terrain setting

in the tropics (for more details of the campaign see Chapter 4).

The eddy-covariance systems are mounted on 1.2m cross-arms attached to triangular

reinforced towers with a fixed section of 40cm. The towers are installed on buildings’

rooftops, identified as the tallest ones in the surrounding area. Their heights are variable

and determined by each roof’s structure and geometry (see Table S6). Each station name

indicates the valley hillslope where it is located (East or West) and a cardinal number

associated with the position on the hill starting at the Valley floor. Thus, EH1 is a station

installed in the Eastern Hillslope and is the closest to the Valley floor, compared to the

other three stations at the same side of the valley (see Figure 5.1).

†More than four million people are settled in an area of 1152 km2
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Figure 5.1: COMPLEX sites in a cross-section of the Aburrá Valley, Colombia (Google Earth)

Table S1: Characteristics of the measurement sites within COMPLEX campaign. Station ID

with an E (-W) correspond to those towers placed in the eastern (-western) hillslope of the

valley’s cross-section, meanwhile VF stands for Valley Floor. The numbers correspond to the

position of the towers in each hillslope, thus, stations 1 are the closest to the valley base.

Local Slope Aspect Altitude Morphological Parameters*

ID Name (◦) (◦) (mASL) zS(m) zH(m) d(m) zo(m)

EH1 Villa Niza 13.49 196 1491 27 6.76 4.73 0.68

EH2 Villa Socorro 14.16 183 1551 19 6.71 4.70 0.67

EH3 Popular 17.70 192 1641 31 7.27 5.09 0.73

EH4 Candelaria 15.80 205 1843 20 8.10 5.67 0.81

VF1 SENA 4.21 152 1469 42 8.90 6.23 0.89

WH1 ITM 7.43 139 1523 20 6.10 4.27 0.61

WH3 Castilla 15.95 123 1760 22 6.83 4.78 0.68

* Aerodynamic roughness characteristics were calculated following a morphometric height-based ap-

proach, assuming that, to a first-order, the zero-plane displacement length (zd) and the roughness

length (zo) are related to the height of the elements (Grimmond and Oke, 1999). Being zd = fd ∗ zH
and z0 = f0 ∗ zH . Where zH is the average obstacle height in the influence zone of the station (foot-

print), fd and f0 are empirical coefficients derived from observations. For this study, we use fd = 0.7

and f0 = 0.1 following Grimmond and Oke (1999) suggestion for urban surfaces.



5.3. DATA AND METHODOLOGY 115

Each eddy-covariance system samples the atmosphere at 20Hz. The raw data is stored

in 24-hour files, maintaining the 20Hz resolution. The first- and second-order statistical

moments are calculated using 30-min block period, following a relatively common choice in

atmospheric turbulence studies, using the EddyPro R© 7.0.6 (LICOR Inc.) software. Each

averaging interval is transformed into streamline coordinates using the double rotation

method, by which the mean lateral and vertical velocity components are brought to zero

(i.e., w = v = 0) (e.g., McMillen, 1988). This procedure also compensates for possible

sensor misalignments from a reference system with vertical axis along with the local

gravity (de Franceschi et al., 2009). Next, the Reynolds decomposition (Stull, 1988) is

performed using block averaging. Zero-plane displacement height information is applied

to the stations (see Table S6).

As in all turbulence-related studies, we attempt to obtain the highest-quality data

before testing and assessing the validity of conventional theories. The data quality pre-

liminary assessment includes removing the periods flagged by the instrument comprising

all detectable electronic malfunctionings and also excluding all 30-min intervals with more

than 1% of missing data. The EddyPro R© algorithm also checks for each variable absolute

limits, and then spikes are removed following the Vickers and Mahrt (1997) procedure (1%

as a threshold value for each 30-Min period). If the number of consecutive spikes is less or

equal to three, linear interpolation from neighboring values is used to replace them. The

procedure also includes flux corrections such as compensation for density fluctuations,

WPL correction (Webb et al., 1980), frequency response (Moore, 1986), and correction of

sonic temperature for humidity (Schotanus et al., 1983). As in de Franceschi et al. (2009),

and Babić et al. (2016a,b), we assume that the sonic temperature Ts = T (1+0.51q), where

T is the air temperature, and q is specific humidity, is a good approximation of the virtual

potential temperature θv.

The stationarity of the time series is one of the bases of similarity theory (Babić et al.,

2016a). We use the Foken and Wichura (1996) stationarity test, at a standard 30%

level, considering that it most often detects the largest number of non-stationary time

intervals compared to other tests in the literature (Večenaj and De Wekker, 2015). The

percentage of non-stationary 30-minute periods in our dataset varied between 40 and 60%,

depending on the measurement site. Finally, following Klipp and Mahrt (2004), Večenaj

and De Wekker (2015),and Babić et al. (2016a), we set thresholds for specific parameters

such as kinematic momentum flux (0.001 ms1), kinematic heat flux (0.001 K ms1), and

standard deviation of each wind speed component (0.04 ms1). Also, intervals with the
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local wind speed less than 0.2 ms−1 are omitted.

Dimensionless TKE dissipation

The TKE is an important variable for boundary-layer flows, as it characterizes the level

of turbulence (Babić and Rotach, 2018). In the normalized TKE budget equation, Φε

represents the dimensionless TKE dissipation rate, a term to quantify the conversion of

TKE into internal energy. In order to determine Φε and its dependence on stability, we

follow the expression

Φε =
kzε

u3∗l
, (5-7)

where ε is the turbulence dissipation rate. ε needs to be estimated experimentally. Ac-

cording to the literature, there are two methods to determine ε in the ABL; one is called

the ’direct method’ (Champagne et al., 1977), which is based on the assumption of local

isotropy using Taylor’s hypothesis. The second method, the one followed in this paper, is

called the indirect method or Inertial dissipation method, which is based on Kolmogorov

(1941) hypothesis (e.g., Christen et al., 2009; Večenaj et al., 2011; Babić and Rotach,

2018). This formulation of ε requires the existence of an Inertial Subrange in which local

isotropy is present.

Kolmogorov (1941) introduced the equilibrium theory of turbulence with an idealized

picture of the energy spectrum, where the inertial subrange (IS) corresponds to the portion

of the spectrum characterized by the fact that turbulent energy is neither produced nor

dissipated in this range but only transported. According to Kolmogorov’s hypothesis, in

the IS the turbulence can be assumed to be locally isotropic, relying on the assumption

of a gradual loss of anisotropy as energy is transferred to smaller scales. Consequently,

in the IS, the spectral density must not depend on the energy production. In contrast, in

the IS the spectral density can only be a function of ε and κ (wavenumber), indicating

that ε controls the dynamics of turbulence. Through dimensional analysis, Kolmogorov

derived the shape of the TKE spectrum in the IS as

E(κ) = αKε
2/3κ−5/3, (5-8)

where αK is the proportionality factor known as the Kolmogorov constant. Experimental

evidence suggests that αK = 1.55 (e.g., Stull, 1988). According to 5-8, the energy spectra

must exhibit a −5/3 slope in the IS; however, it does not work the other way around,

meaning that the −5/3 behavior of spectra does not necessarily imply the presence of



5.3. DATA AND METHODOLOGY 117

the IS. Under this local isotropy hypothesis, and since ε should be the same for all three

coordinate directions, the spectral density of the longitudinal velocity F1,1(κ1), the lateral

F2,2(κ1) and the vertical velocity spectral density F3,3(κ1) are approximately equal, and

can be derived from 5-8 as follows (e.g., Wyngaard, 2010)

F2,2(κ1) = F3,3(κ1) =
4

3
F1,1(κ1). (5-9)

A further consequence of local isotropy is that α2 = α3 = 4
3
α1. Thus, the spectra

for v and w are placed higher than the u spectrum in the IS. Equation 5-9 constitute a

comprehensive test for the IS in spectral analysis of a time series; a 4/3 ratio of the spectra

of transverse (v) to streamwise (u) velocity components and of the spectra of vertical (w)

to streamwise (u) velocity components is anticipated in the IS, which is considered more

stringent than the -5/3 slope in the log-log spectra.

By invoking Taylor’s hypothesis (i.e. κ1 = 2πf/u, with u corresponding to the mean

wind speed and f to the natural frequency), it is possible to transform the power spectra

from wavenumber to frequency (κ1Fi,i(κ1) = fSi,i(f)). In that domain, only within the

IS, ε could be evaluated from

ε =
2π

u

[
f 5/3Si,i(f)

αi

]2/3
, (5-10)

assuming αu = 0.55 (Sreenivasan, 1995). Spectral densities Si,i(f) are calculated for each

30-min run computing the Fast Fourier Transform (FFT) of the 20Hz wind data using a

Hamming window. To calculate spectral slopes for each velocity component, we do not

fix a frequency domain as in other studies (e.g., Babić and Rotach, 2018; Večenaj et al.,

2011; Grachev et al., 2015). Instead, we find the frequency domain iteratively, following

a methodology that allows considering potential changes of the limits of the IS and the

uncertainty associated with the methods used to fit the slopes.

The iterative methodology starts with the ad-hoc definition of a frequency domain

(by defining the limits of a frequency interval) where the IS is expected to occur. For

each 30-min period, in the first iteration, three different methods are used to fit the

slope of the frequency spectra in the predefined frequency domain. The methods in-

clude (i) a robust least absolute deviation (LAD) power fitting technique using the Broy-

den–Fletcher–Goldfarb–Shanno (BFGS) optimization algorithm (i.e., the BFGS algorithm

finds the optimal coefficients of a power function y = axb by minimizing the absolute de-

viation), (ii) a robust least absolute deviation (LAD) linearized fitting technique using
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the BFGS optimization algorithm (i.e., y = axb is first linearized as ln y = ln a + b lnx

before finding the optimal ln a and b), and (iii) a regular least-squares fit of the linearized

function as in (ii). In each case, the methodology modifies the limits of the frequency

domain iteratively to find the IS as the range where the slope found with the fitting tech-

niques is closest to -5/3. If the closest slope using all three fitting techniques is not within

a 10% deviation of -5/3, the 30-min period is discarded. Then, for each 30-min period

and using the mean of the three fitted slopes, ε is estimated independently for each of the

three velocity components.

Evaluation of scattering in the datasets

In order to quantify the dispersion of the different Φi estimated across all the eddy-

covariance sites, as well as to assess their agreement with the reference scaling curves (ΦR
i )

and to investigate the possible association of the Φi dispersion with terrain and surface

characteristics, we follow a simple methodology proposed by Stiperski et al. (2019). The

dispersion from the selected reference scaling curve is quantified by first calculating the

median of the absolute deviations for each eddy-covariance as follows

∆Φi = M |ΦR
i − Φi|. (5-11)

Note that the magnitude of the deviations is closely related to the selected reference

curve. The dispersion across the different sites is represented by the interquartile range

of the different ∆Φi as

IQRi = P75(∆Φi)− P25(∆Φi). (5-12)

The ∆Φi and the IQRi are calculated for each scaling variable and each stability regime.

We use HHF (or HIF) scaling relationships as reference curves, Panofsky and Dutton

(1984) for wind velocity components, and Cabauw reference from Sfyri et al. (2018) for

temperature and humidity.

5.4 Results and Discussion

The data post-processing and quality control lead to discarding a significant amount of

30-min periods, particularly over complex terrain (Stiperski and Rotach, 2016). Under
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the latter scenario, the first question that arises is about the representativeness of the

results obtained after applying such stringent quality criteria. Table S6 presents the final

number of 30-min periods considered in the different analyses after using the quality

criteria described in Section 5.3 for each COMPLEX station. On average, 30% of the

intervals are discarded. There is no apparent relationship between the amount of data

discarded and any morphological parameter of the COMPLEX campaign.

Table S2: Number of 30-min intervals that satisfy the minimum QC (no large data gaps, no

unrealistic values, and no spikes) within the observed period of 210 days (out of a total of 10080

possible intervals). The number of stationary and also the number of time intervals which are

stationary and have uncertainty < 50% (used for the analysis in this study) is given.

Criteria EH1 EH2 EH3 EH4 VF1 WH1 WH3

Minimum QC 8628 8481 8266 8757 8120 6140 7298

Stationarity 5779 5489 2929 3759 3640 4658 4870

Dimensionless Standard Deviations of Wind Velocity Compo-

nents

In this section, the standard deviations of longitudinal, lateral and vertical wind components σi,

with i = u, v, w, are analyzed in terms of the non-dimensional (-localized) stability parameter ζ,

in a heavily urbanized Tropical mountainous terrain. Universal functions for velocity components

are evaluated based on Equation 5-5. Note that ci is set to be 1/3, following the methodology

from previous studies that have shown successful cases for local scaling (Al-Jiboori et al., 2002;

Nadeau et al., 2013; Babić et al., 2016b; Stiperski and Calaf, 2018). The results are reported in

Figures 5.2 to 5.6. We consider the entire stability range for each station instead of just choosing

a specific one. The stability parameter ranges from free convective conditions (ζ = −190 in VF1)

to very stable (ζ = 28 in EH4). In the near-neutral range ζ reaches very small values, with the

smallest value (1.2 ×10−6) occurring at the WH3 station.

In the near-neutral regime (ζ → 0), the non-dimensional velocity fluctuations become inde-

pendent of stability and tend to a constant value, represented by αi (Babić et al., 2016b). Table

S3 shows the average αi values (based on averages for stable and unstable conditions) and the

individual values obtained for all COMPLEX sites for the entire period of analysis. The Table

also includes some near-neutral values from previous studies using the local scaling hypothesis

and a similar form for the flux–variance relationships applied over different surface conditions
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(including Panofsky and Dutton (1984) for HHF). The comparison among the αi values needs to

be carefully made since the underlying surface, the overall nature of the flow, and data processing

tools vary among all the experimental campaigns.

Table S3: Non-dimensional standard deviations for near-neutral conditions using the local

similarity framework reported for several studies over different terrain conditions.

Reference αu αv αw Surface Type

Panofsky and Dutton (1984) 2.39 ± 0.03 1.92 ± 0.05 1.25 ± 0.03 HHF

Roth (2000) 2.32 ± 0.16 1.81 ± 0.20 1.25 ± 0.07 Urban (z > 2.5zH)

Al-Jiboori et al. (2002) 1.76 1.6 1.22 Urban (z = 10zH)

Wood et al. (2010) 2.3 1.85 1.35 Urban (z = 22zH)

Zou et al. (2018) 2.17 1.61 1.18 Urban (z = 3.4zH)

Moraes et al. (2005) 2.4 2.2 1.20 River Valley

Nadeau et al. (2013) 2.85 2.24 0.98 Steep Alpine Slope

Pegahfar and Bidokhti (2013) 2.71 2.80 2.35 Urban-Mountainous

COMPLEX - Average 2.20 1.87 1.22 Urban-Mountainous

EH4 2.32 2.13 1.35 z = 2.5zH

EH2 2.58 2.05 1.28 z = 2.8zH

WH3 2.00 1.58 1.24 z = 3.2zH

WH1 2.37 1.92 1.25 z = 3.3zH

EH1 2.25 1.76 1.13 z = 3.9zH

EH3 2.10 1.79 1.12 z = 4.2zH

VF1 2.05 1.98 1.30 z = 4.7zH

In agreement with several previous studies (including HHF and complex terrains), results for

αi from the COMPLEX datasets exhibit a large anisotropy of the flow with σu/u∗l > σv/u∗l >

σw/u∗l when ζ → 0. The αi averages for the COMPLEX campaign are in good agreement with

the coefficients obtained for fourteen urban experiments listed in an extensive review by Roth

(2000). Most αi values are consistently smaller than those obtained by Panofsky and Dutton

(1984) for HHF terrain, highlighting the possible influence of the roughness sublayer; however,

this is not the case for all seven sites. To analyze in detail the influence of different roughness

and topography features within the Valley, Figure 5.2 shows the αi values for each COMPLEX

station.

The EH2 station is the only site in which all the αis are consistently larger compared to the

canonical values listed in Panofsky and Dutton (1984). Meanwhile, the αis for EH1, EH3, WH1,

and WH3 are always smaller than the reference values. However, it is not possible to conclude
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Figure 5.2: Fitting coefficients αi as a function of zS/zH for all COMPLEX sites. Color and symbol

associated with each station is given in the upper legend, together with the gray line, which denote the

flat terrain values given in Panofsky and Dutton (1984). Average αi values for the entire campaigns are

presented in black dashed lines

whether the normalized standard deviations of the velocity components near the urban canopy

top are larger or smaller than those over flat terrain (e.g., Zou et al., 2018).

Similar to the conclusions in Roth (2000), a direct association of the αis with surface roughness

is not evident from our results since values do not show a clear relationship with the ZH/ZS

ratio. This could be due to the fact that, even though the COMPLEX sites exhibit different

ZS/ZH ratios, some other site characteristics can not be excluded from the analysis in order to

isolate the influence of surface roughness on the velocity variances. The αw shows a decreasing

trend for all the hillslope stations (excluding VF1), with a similar decreasing rate than Zou

et al. (2018), who evaluated similarity relationships within the roughness sublayer, and until

z = 3.4ZH . Some authors have proposed that for measurements in urban areas, the wake effects

of buildings enhance turbulence fluctuations near the urban canopy top (e.g., Zou et al., 2018);

thus, αi values tend to be larger than those in ideal surfaces. However, there is still no consensus

about whether the normalized standard deviations of velocity components near the urban canopy

top are larger or smaller than those over flat terrain, further, or if those are a function of surface

roughness (Roth, 2000). In our case, the values of σu,v/u∗l at the lowest measurement height

(EH4, z = 2.5ZH) are, in fact, larger than the typical values obtained over flat terrain (dotted

line in 5.2), however that is not the case for αu.

de Franceschi et al. (2009) highlighted the importance of valley geometry when studying com-

plex mountainous terrain, such as narrow valleys. In particular, de Franceschi et al. (2009) notes

the relevance of the effects of the sidewalls (physical boundary determined by the mountain hill-

slopes) on the horizontal dimension of the eddies, which causes σu,v/u∗l to be smaller compared
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to HHF terrain, where the maximum eddy size is only constrained by the ABL depth. The

latter statement contrasts with previous conclusions by Panofsky and Dutton (1984), ensuring

that σu,v/u∗l tend to be larger for complex terrain. The de Franceschi et al. (2009) statement

is valid only under the assumption that the valley is narrower than the ABL height. Under

these conditions, the valley can physically constrain the most energetic convective eddies and

influence their size, as evidenced by Babić et al. (2016a) for the flux-variance similarity analysis

in Owens Valley, California. Based on our results, we could not validate the de Franceschi et al.

(2009) statement since σu,v/u∗l are not consistently smaller in all the COMPLEX stations, and

the difference between both horizontal components for the hillslope stations is not very different

from Panofsky and Dutton (1984) results for HHF terrain or others listed in Table S3.

Figures 5.3 and 5.4 presents the scaled standard deviations of the wind components as a

function of ζ. Left columns in both Figures show an example for WH3 site. Gray circles

represent each 30-min period that have passed the high-quality criteria. Binned averages are

also presented, with error bars representing the standard deviation of all data points falling into

each bin. As reference, the Figure also includes the formulations for HHF terrain from Panofsky

and Dutton (1984), mountainous terrain from Nadeau et al. (2013), and urban surface by Zou

et al. (2018).
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Figure 5.3: Locally-scaled, dimensionless standard deviation of a) longitudinal -u, b) lateral -v, and c)

vertical -w wind components fluctuations for unstable stratification as a function of ζ for seven COMPLEX

datasets that have passed the high-quality criteria, denoted by different colors and symbols (see legend).

Left column shows WH3 site, for an 7-month period between Jan- Jul 2020 (gray circles), and right

column the binned averages from all seven COMPLEX sites. Error bars represent the standard deviation

of all data points falling into this bin. For comparison, black line represents the reference curve for HHF

terrain (Panofsky and Dutton, 1984), the black-dashed line shows the best-fit curve for mountainous

complex terrain (Nadeau et al., 2013), and black-dotted line the best-fit curve for an urban surface given

by Zou et al. (2018)
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Figure 5.4: Same as 5.3 but for stable stratification

The results show a large dispersion within the data points from each COMPLEX site (see

∆Φi in Figure 5.5). The dispersion is significantly higher for both horizontal wind velocity

components Φu,v than for the vertical fluctuations Φw, especially under convective conditions,

agreeing with previous results obtained over urban surfaces and complex terrains (e.g., Moraes

et al., 2005; de Franceschi et al., 2009; Nadeau et al., 2013; Babić et al., 2016b; Zou et al.,

2018; Stiperski et al., 2019). The data points cluster close to the reference HHF line for weakly
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(un)stable conditions, although they are predominantly lower throughout the stability range.

Similar behavior has been found in previous studies for urban surfaces (e.g., Al-Jiboori et al.,

2002) and mountainous terrains (e.g., Nadeau et al., 2013). The results for the vertical velocity

variance show a better collapse onto the scaling curve regardless of the measurement site; thus

validating Panofsky and Dutton (1984) results, and suggesting that the σw/u∗l is independent of

flow disturbances associated with non-uniform terrains and, in our case, also of the roughness of

the urban surface. Furthermore, the results indicate that for weakly stable (-unstable) conditions

(ζ < 0.5), the value of σw/u∗l remains constant and independent of ζ, whereas, under very stable

and free convective conditions, it increases with ζ following a 1/3 power law. This result agrees

with several previous studies in non-ideal terrain, including for Al-Jiboori et al. (2002), Moraes

et al. (2005), and Nadeau et al. (2013).

Figure 5.5: Box plots of absolute deviations (a)–(e) ∆Φi where i = u, v, w, respectively, of the scaled

data from the corresponding scaling relations (equations (8)–(12)): as a function of the data set (color),

for unstable (left column) and stable (right column) stratification. The IQR, which represents the level

discrepancy between sites, is listed on top-right corner of each panel.

The fluctuations of the horizontal wind velocity components are primarily governed by large

quasi-horizontal eddies, meaning that their variance is mostly contained in the low frequencies
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(Zhang et al., 2001). Meanwhile, variations in the vertical velocity can be explained by the

high-frequency end of the energy spectrum, where eddies are small and comparable to the

measurement height. Panofsky and Dutton (1984) argued that these small eddies are never far

from equilibrium since they adapt quickly to variations in the terrain; in consequence, σw/u∗l has

to be independent of topography and from all the disturbances associated with the flow over non-

uniform terrain. Even under nearly-ideal terrain conditions, there exists considerable uncertainty

in the literature regarding the scaling of the horizontal velocity variances (e.g. Kaimal et al.,

1972; Panofsky et al., 1977) and they are commonly assumed not to obey surface layer scaling,

especially for convective conditions (Al-Jiboori et al., 2002; Martins et al., 2009; Stiperski et al.,

2019). There is an important debate in the science community on whether the current MOST

scaling variables are appropriate for the horizontal wind components. Some authors have posed

that in the convective boundary layer, the ABL depth h (which constrains the size of large eddies

dominating the horizontal dynamics) and the convective velocity scale w∗, should be considered

two relevant scaling variables (e.g. Panofsky et al., 1977). Recently Stiperski and Calaf (2018)

(further explored in Stiperski et al. (2019)) found that clustering the data according to the

anisotropy of the flow significantly improves the scaling even over highly complex terrain. The

anisotropy appears as a potentially powerful tool and the next step to improve similarity scaling

relations over non-ideal surfaces.

For all the COMPLEX sites, both horizontal components Φu,v, exhibit a dependence on sta-

bility for ζ > 0.5, showing an increasing tendency with increasing (un)stability. The latter

implies that under stable stratification, wind velocity fluctuations do not follow z-less scaling

(Sorbjan, 1987), as previously suggested by Stiperski et al. (2019) scaling relationships for dif-

ferent datasets in complex terrains. Klipp and Mahrt (2004) suggested that this could be an

indication of self-correlation, which is not addressed in this chapter.

Variability between the different COMPLEX sites is represented by IQR values included in

each panel in Figure 5.5. In the case of COMPLEX, for both horizontal velocity components,

the dispersion among the different stations is larger, with variations of the order of 20-25%. Ac-

cording to Stiperski et al. (2019), the high dispersion between the stations could be an indication

of the location-dependent nature of scaling in complex terrain. Regarding the vertical wind com-

ponent, variability between sites is significantly lower than for the horizontal components (less

than 10%), as was the case for the scatter within each individual dataset.



5.4. RESULTS AND DISCUSSION 127

Figure 5.6: Best-fit curves of non-dimensional a) longitudinal -u, b) lateral -v, and c) vertical -w wind

components fluctuations and unstable (left) and stable (right) stratification as a function of ζ standard

deviations. Solid, dashed and dotted black lines denote previous scaling relationships given by Panofsky

and Dutton (1984) for HHF terrain, Nadeau et al. (2013) for mountainous-complex terrain, and Zou

et al. (2018) for an urban environment, respectively. The shaded areas represent the Median Absolute

Deviation (MAD).

Figure 5.6 shows best-fit curves for each individual station. For all wind components and sta-

bility ranges (except for σw under unstable conditions), the scaling relations differ not only from

the classical HHF relations but also from site to site, suggesting again, as it was already high-

lighted by Stiperski et al. (2019), that scaling might be inherently local and therefore negating

the possibility of a universal theory of turbulence, at least for these particular set of variables.

The dispersion between the different curve fits for all stations is higher for the horizontal velocity

components, especially in the unstable stratification regime, corresponding with the scatter level

in data points shown in Figure ??. In general, the best-fit curves for the COMPLEX stations

show a higher correspondence with previous scaling relationships over urban surfaces found by

Zou et al. (2018), than with the mountainous-terrain references (i.e., Nadeau et al., 2013). The

latter conclusion could be a manifestation of a dominant effect of the roughness elements on
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turbulent properties even over the complex topography.

For σu,v, under unstable conditions, although the curves do not collapse onto a single scaling

line, the best-fit curves cluster around the urban reference scaling. This level of agreement with

the urban reference scaling is not so clear for the stable regime in any of the three velocity

components. Furthermore, it is not possible to explain the level of discrepancy between the

observations and the HHF reference curve and the relative magnitude of Φi by any particular

(-evident) feature or complexity induced by the terrain, such as slope or distance to the valley

floor, neither by any particular characteristic of the surface roughness.

Table S4: List of best-fit similarity relations for the non-dimensional wind components Φu,v,w

standard deviations, for the COMPLEX sites, for unstable and stable stratification. The Coef-

ficients are derived from 1/3 power law fit in Eq. 5-5 for each COMPLEX station

Site u v w

αu βu αv βv αw βw Stability Stability Range

EH1 2.23 0.11 1.76 0.93 1.11 1.23 Unstable −85 < ζ < −4× 10−6

2.17 1.53 1.93 0.64 1.12 0.32 Stable 2× 10−5 < ζ < 1

EH2 2.53 0.79 1.98 1.42 1.27 1.03 Unstable −86 < ζ < −2× 10−6

2.53 0.39 2.13 1.58 1.26 0.32 Stable 7× 10−5 < ζ < 13

EH3 2.06 0.53 1.73 1.94 1.08 2.06 Unstable −80 < ζ < −1× 10−4

2.09 0.03 1.78 1.50 1.11 0.58 Stable 1× 10−6 < ζ < 2

EH4 2.33 0.42 2.03 1.43 1.30 0.98 Unstable −150 < ζ < −4× 10−3

2.34 2.84 2.17 2.05 1.41 0.90 Stable 9× 10−6 < ζ < 30

VF1 1.96 0.52 1.96 0.83 1.25 1.09 Unstable −190 < ζ < −4× 10−5

2.00 1.48 1.94 3.24 1.28 1.94 Stable 5× 10−5 < ζ < 7

WH1 2.34 0.80 1.75 3.42 1.23 1.17 Unstable −44 < ζ < −3.8× 10−6

2.28 2.73 1.89 4.98 1.24 1.66 Stable 3.1× 10−5 < ζ < 6.3

WH3 1.96 1.67 1.55 3.09 1.20 1.34 Unstable −104 < ζ < −1× 10−6

1.94 -0.0 1.57 3.02 1.22 0.28 Stable 2× 10−5 < ζ < 0.9



5.4. RESULTS AND DISCUSSION 129

Dimensionless Standard Deviations of scalars

Dimensionless Standard Deviations of Temperature

Normalized standard deviations of scalars such as temperature (θ), and humidity (q) as a func-

tion of stability, have been less studied than the behavior of the wind components, and even less

over complex non-ideal surfaces than for near-to-ideal conditions. Recently, some studies have

suggested different similarity functions for scalars over urban areas (e.g. Roth, 2000; Al-Jiboori

et al., 2002; Wood et al., 2010; Fortuniak et al., 2013; Zou et al., 2018), and complex-mountainous

terrain (e.g. Moraes et al., 2005; Martins et al., 2009; de Franceschi et al., 2009; Nadeau et al.,

2013; Sfyri et al., 2018). Figure 5.7 shows the normalized standard deviation of temperature

(panel a)) and humidity (panel b)) as a function of ζ for the seven COMPLEX sites, for unstable

(left) and stable (right) stratification. As a reference for an ideal surface, we use the scaling

curve obtained by Sfyri et al. (2018) using the Cabauw datasets, a weakly inhomogeneous and

flat terrain (HIF) in the Netherlands.

Figure 5.7: Locally-scaled, dimensionless standard deviation of a) temperature and b) humidity fluctu-

ations and unstable (left) and stable (right) stratification as a function of ζ for seven COMPLEX datasets

that have passed the high-quality criteria, denoted by different colors and symbols (see legend). Purple

line denote reference line given by Sfyri et al. (2018) for weakly inhomogeneous and flat terrain (Cabauw)

in the Netherlands.
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A large dispersion is evident for the standard deviation of temperature in stable and unstable

stratification for all COMPLEX sites. However, unlike the velocity fluctuations, the scatter

is larger under stable conditions. Some studies previously reported the same behavior (e.g.

Pahlow et al., 2001; Stiperski et al., 2019) that, according to Mahrt (1999) it is probably caused

by the sporadic nature of nighttime turbulence. The increased temperature dispersion observed

in Figure 5.7a has been previously found and studied in detail by Sfyri et al. (2018). They

identified four possible reasons: i) post-processing issues, ii) erroneous determination of the

zero-plane displacement height, iii) non-constant fluxes, and iv) coordinate system. However,

according to their respective tests, none of these reasons seem to be conclusively responsible

for this behavior. They finally concluded that the inhomogeneity of the study area and the

complexity of the terrain were likely the reason for the large temperature variability in their

datasets. In the case of the COMPLEX stations, the magnitude and variability of the Φθ values

do not seem to be associated with, or explained by, the mountain slope.

The values of σθ/θ∗ for the COMPLEX sites exhibit a dependence on stability for both

unstable and stable stratification, decreasing with increasing (un)stability. In the near-neutral

regime, when ζ → 0, σθ/θ∗ increases strongly, whereas it levels off and slowly approaches a

constant value in the high-end of the stable range, where weak turbulence inhibits the exchanges

with the surface; thus, becoming independent of ζ. Similar to the results obtained by Rotach

et al. (2017) and Sfyri et al. (2018) with the i-Box datasets, a multi-site campaign at the Inn

Valley, Austria (a highly-complex mountainous rural terrain), Φθ values in Figure 5.7 are, on

average, larger than the reference within the unstable range (ζ < −0.05) for all the COMPLEX

sites. Further, within the near-neutral regime (|ζ| ≤ 0.05), they completely separate from the

HIF reference for all the evaluated datasets. Regarding the stable stratification, the depicted

functions differ significantly from the HFI reference.

According to the literature, the functional form that describes the dependence of σθ/θ∗ on

ζ remains unclear, and several formulations have been suggested for different types of surfaces.

For unstable stratification (outside the near-neutral regime), starting from Eq. 5-6, different

studies have used one of two common functional forms. The first was proposed by Wyngaard

et al. (1971) on the basis of the free convection MOST similarity theory (Φθ = aθ(−ζ)cθ), and

the second is similar to the relationship for the wind components (Eq. 5-5). These two relations

are only valid outside the near-neutral regime, in which most authors restrict their analyses,

given the large variability and high uncertainty beyond this limit, partly associated with the

low accuracy of the measurements for such small values. Here, in order to address the entire

stability range, similar to Sfyri et al. (2018), we analyze the near-neutral (unstable) and the

unstable regime separately. For the unstable regime we set cθ = −1 and eθ = 0 in Eq. 5-6,

and for the near-neutral (unstable), cθ = −1 and bθ = 0. To our knowledge, there exists no
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other study analyzing temperature scaling relationships in the near-neutral regime for an urban

surface. For the stable regime, we use an expression that already includes the effect of weak

heat flux for near-neutral conditions, previously used by other studies (e.g. Pahlow et al., 2001;

Tampieri et al., 2009; Sfyri et al., 2018). The three functional forms are summarized as follows

φθ =


aθ(bθ − ζ)dθ for ζ ≤ −0.05

aθ(−ζ)dθ + eθ for −0.05 ≤ ζ ≤ 0

aθζ
dθ + eθ for ζ ≥ 0

 (5-13)

We left the exponent dθ as a free parameter and fit it using the observational COMPLEX

data. Figure 5.8a shows the best-fit curves of the standard deviations of the non-dimensional

temperature for each COMPLEX station. Additionally, in Table S5, the non-linear best-fit

functions between Φθ and ζ are shown for every COMPLEX site for unstable (ζ ≤ −0.05),

near-neutral (unstable) (−0.05 < ζ ≤ 0) and stable (ζ ≥ 0) conditions. In Figure 5.8a, the black

dashed line represents the best fit curve for a station in the Inn Valley, found in Sfyri et al.

(2018). In their research, they work with five different stations. Here, we select the CS-NF27

Hochhauser site, with a 27◦ slope, corresponding to the steepest mountain-slope site in their

campaign. For the urban reference (dotted black line), we use a scaling relationship found by

Zou et al. (2018) for one sensor at z = 3.4ZH level over an urban canopy in Changzhou, China.

For the latter study, only the stability ranges outside the near-neutral regime were analyzed

(|ζ| > 0.05).
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Figure 5.8: Best-fit curves of non-dimensional a) temperature , b) humidity fluctuations and unstable

(left) and stable (right) stratification as a function of ζ standard deviations. Black and magenta lines

denote previous scaling relationships given by Sfyri et al. (2018) for mountainous-complex terrain, Zou

et al. (2018) for an urban environment, respectively. The shaded areas represent the Median Absolute

Deviation (MAD).

In the unstable regime (ζ < −0.05), the curves for all COMPLEX stations scale better than

for the other stability ranges; furthermore, they closely fit the classical -1/3 power law, with

the exponent dθ varying between -0.23 and -0.27. The coefficient bθ is close to 0 in all cases,

demonstrating that Wyngaard’s expression fits better the COMPLEX data (i.e. Φθ = −aθζdθ).
As for aθ, which determines the magnitude of the curves, the average value for the COMPLEX

stations is 1.34, which is larger than the HIF reference (0.99) and the average i-box sites (1.23).

However, it is lower than other studies conducted in urban surfaces, which is the case of Zou

et al. (2018) (1.45) and Quan and Hu (2009) (1.5).

As mentioned before, the dependence of σθ/θ∗ on the local stability parameter under near-

neutral conditions is rarely reported in the literature. As pointed out by several authors, within

the MOST framework, the large scatter for |ζ| → 0 is likely caused by the presence of un-

steadiness and heterogeneity in air temperature in the boundary layer (e.g. Zhang et al., 2001;

Tampieri et al., 2009; Wood et al., 2010; Liu et al., 2017). σθ could not be equal to 0 due to these

inhomogeneities, even as the heat flux goes to zero when approaching neutral conditions. Thus,
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large values of σθ/θ∗l can be found under neutral conditions when θ∗l → 0—demonstrating that

θ∗ is not a suitable scale when heat flux approaches zero. In the near-neutral (unstable) region,

Tampieri et al. (2009) suggested an exponent dθ = −1 , rather than the classical dθ = −1/3

. For the COMPLEX sites, the exponent dθ is closer, although always larger in magnitude, to

-1, varying between -1.1 in station EH1 and -1.92 in VF1. This result is opposite to the results

in Sfyri et al. (2018) for the i-Box datasets, where the valley floor site (CS-VF0) exhibited the

lowest slope with a value of -1.1. There does not seem to exist a dependence of dθ on any

morphometric feature of the surface. The near-neutral (unstable) range presents the largest

differences between the best-fit curves.

Table S5: List of best-fit similarity relations for the non-dimensional temperature Φθ standard

deviations, for the COMPLEX sites, for unstable, near-neutral (unstable) and stable stratifica-

tion.

Site aθ bθ cθ dθ eθ Stability Stability Range

EH1 1.42 -0.02 -1 -0.27 0 Unstable −85 < ζ < −0.05

0.12 0 -1 -1.10 1.00 Near-neutral (uns) −0.05 < ζ < −4× 10−6

0.18 0 1 -1.00 2.09 Stable 2× 10−5 < ζ < 1

EH2 1.35 -0.01 -1 -0.23 0 Unstable −86 < ζ < −0.05

0.01 0 -1 -1.55 1.87 Near-neutral (uns) −0.05 < ζ < −2× 10−6

0.19 0 1 -0.93 2.09 Stable 7× 10−5 < ζ < 13

EH3 1.22 -0.02 -1 -0.26 0 Unstable −80 < ζ < −0.05

0.09 0 -1 -1.17 1.00 Near-neutral (uns) −0.05 < ζ < −1× 10−4

0.16 0 1 -1.02 2.09 Stable 1× 10−6 < ζ < 2

EH4 1.27 -0.01 -1 -0.27 0 Unstable −150 < ζ < −0.05

0.00 0 -1 -1.65 2.40 Near-neutral (uns) −0.05 < ζ < −4× 10−3

0.19 0 1 -0.98 2.09 Stable 9× 10−6 < ζ < 30

VF1 1.36 -0.01 -1 -0.26 0 Unstable −190 < ζ < −0.05

0.00 0 -1 -1.92 3.0 Near-neutral (uns) −0.05 < ζ < −4× 10−5

0.19 0 1 -0.96 2.09 Stable 5× 10−5 < ζ < 7

WH1 1.41 -0.02 -1 -0.23 0 Unstable −44 < ζ < −0.05

6.56 0 -1 -2.99 2.23 Near-neutral (uns) −0.05 < ζ < −3.8× 10−6

0.18 0 1 -1.05 1.84 Stable 3.1× 10−5 < ζ < 6.3

WH3 1.34 -0.00 -1 -0.25 0 Unstable −104 < ζ < −0.05

0.00 0 -1 -1.64 2.75 Near-neutral (uns) −0.05 < ζ < −1× 10−6

0.15 0 1 -0.99 1.53 Stable 2× 10−5 < ζ < 0.9

For stable stratification, the dependence of Φθ on ζ has a larger uncertainty. There is no
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consensus in the literature on whether the standard deviation of temperature within this range

follows a z-less scaling. Some studies have found that a constant value over the entire range

is enough to describe the independence of Φθ from the stability parameter (e.g. Nieuwstadt,

1984; Shao and Hacker, 1990; Andreas et al., 1998; Al-Jiboori et al., 2002) (with values of 3,
√

12, 3.2, 3.1, respectively). On the other hand, some authors have pointed out that the local

similarity functions of temperature under stable stratification follow the form described in Eq.

5-13, (e.g. Pahlow et al., 2001; Quan and Hu, 2009; Wood et al., 2010; Nadeau et al., 2013;

Liu et al., 2017; Sfyri et al., 2018; Zou et al., 2018), with the exponent dθ varying between the

typical −1/3 and a value of −1. For the COMPLEX sites in the stable range, the differences

with the selected reference best-fit curves are quite substantial. Although the best-fit curves

for some of the COMPLEX stations do level off and tend to a constant value, this happens

in a much higher stability level compared with the reference (ζ > 1); also, the value is lower

than those previously reported in the literature (eθ = 2.09). For strong stable stratification,

the best-fit curves of the COMPLEX sites scale satisfactorily, except for WH3 which places

lower than the other six curves. The non-linear coefficient dθ, which represents the exponent, is

close to −1 for all the stations, varying between −0.93 and −1.05, agreeing with Pahlow et al.

(2001) who recommended an exponent of 1 for near-neutral (stable) conditions in horizontally

inhomogeneous and flat terrain.

Dimensionless Standard Deviations of Humidity

The similarity functions for the standard deviation of humidity (Φq) are presented and discussed

in this section. Figure 5.7b shows the normalized standard deviation of humidity as a function

of ζ for the seven COMPLEX sites, for unstable (left) and stable (right) stratification. The

dispersion among the data points appears very high for both stability ranges. However, unlike

the temperature fluctuations, the variability is larger for the unstable stratification regime,

similar to previous results for urban areas (e.g. Fortuniak et al., 2013), but opposite to what

Sfyri et al. (2018) found for the i-Box datasets for the Inn Valley. Throughout the unstable

regime, the values of Φq are clearly larger than the reference values, although they closely follow

the exponential form. Under stable stratification, several previous studies, including the HIF

reference, suggest the independence of σq/q∗ from the local stability parameter (e.g. Andreas

et al., 1998; Fortuniak et al., 2013; Sfyri et al., 2018), however, regardless of the high dispersion

of the data, some of the COMPLEX sites show that there actually exists a degree of dependence,

with Φq decreasing with increasing stability. For this reason, we decided to fit an exponential

expression instead of a constant value in the entire domain, as follows

Φq =

{
aq(bq − ζ)dq for ζ ≤ 0

aq(bq + ζ)dq for ζ ≥ 0

}
(5-14)
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The best-fit curves for the normalized standard deviation of humidity for each of the COM-

PLEX sites are presented in Figure 5.8b. As mentioned before, absolute values of Φq in the

unstable regime are higher than those suggested by the reference for HIF terrain. Further, the

values are higher than those for mountainous-complex terrains (black dotted line in Figure 5.8b.

According to Fortuniak et al. (2013), in urban areas, the non-stationarity in the water vapor

emission at ground level due to variations in traffic intensity could be a reason for these high

values. Furthermore, Fortuniak et al. (2013) also points out the fact that cities are, in general,

relatively dry environments. Thus the enhanced humidity variability could also be a result of

entrainment processes at the boundary-layer top. However, this is not necessarily the case in the

COMPLEX experimental campaign: the Tropical environment imposes a relatively high relative

humidity background. In this case, it is likely that the combination of high spatiotemporal rain-

fall variability, together with the high variability in land cover, leads to the observed dispersion

in Φq.

Table S6: List of best-fit similarity relations for the non-dimensional humidity Φq standard

deviations, for the COMPLEX sites, for unstable and stable stratification.

Site aq bq cq dq eq Stability

EH1 2.29 0.26 -1 -0.4 0 Unstable

0.0072 5.0 1 3.84 0 Stable

EH2 2.41 0.21 -1 -0.4 0 Unstable

0.0003 6.73 1 4.99 0 Stable

EH3 2.97 0.71 -1 -0.6 0 Unstable

0.0499 22.6 1 1.29 0 Stable

EH4 2.39 0.08 -1 -0.3 0 Unstable

0.0460 39.8 1 1.19 0 Stable

VF1 2.73 0.34 -1 -0.3 0 Unstable

0.1628 17.7 1 1.01 0 Stable

WH1 1.96 0.23 -1 -0.4 0 Unstable

0.0316 10.0 1 1.99 0 Stable

WH3 2.91 0.28 -1 -0.4 0 Unstable

0.1953 9.89 1 1.25 0 Stable
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Turbulence dissipation rate

As we previously mentioned in Section 5.3, the 4/3 ratio of the lateral and vertical velocity

spectra to the longitudinal velocity spectrum is a more robust and stringent condition for the IS

than the −5/3 slope in the power spectra. Testing for local isotropy allows determining where

the IS is located for the COMPLEX sites in order to calculate ε and test the local stability

dependence of Φε. Results for the latter test, for each COMPLEX site, are presented in Figure

5.9.

Figure 5.9: Median values of bin-averaged a) lateral -v and b) vertical -w to the longitudinal -u spectral

densities ratios for the seven COMPLEX sites (denoted by different colors). Vertical lines for each interval

correspond the spread around the mean value, represented by the IQR. Horizontal black solid and gray

dashed lines correspond to a ±10% deviation from 4/3 isotropic ratio.

For each site, the spectral ratios Sv/Su and Sw/Su correspond to the median values, and their

respective spread is represented by the IQR. Apparently, at the high-frequency end (after f ≈
3 Hz), all stations tend to converge towards a 4/3 value for the lateral-to-longitudinal velocity

component; however, for most of the hillslope stations, this value is never reached. The valley

floor station VF1 (green dots) appears to have different behavior than the other sites, with a

faster and earlier increase of the Sv/Su ratio, fully reaching the isotropic ratio around f ≈ 0.03

Hz. Similar behavior can be observed in the vertical-to-longitudinal spectral ratio, being the

VF1 station the only one reaching the 4/3 value at f ≈ 0.3 Hz. The other six stations converge

towards a value of approximately 1 (±10%). Smaller ratios of Sw/Su are commonly found in the

literature for experiments over non-homogeneous surfaces (forests) and complex terrains (e.g.

Christen et al., 2009; Večenaj et al., 2011; Babić and Rotach, 2018). Over nearly flat and slightly

inhomogeneous terrain, Chamecki and Dias (2004) found that for most of their runs (3 out of

4), values of Sw/Su never reached the isotopic ratio, meanwhile for the horizontal components,

the ratio predicted by isotropy is, in fact, reached. This result is validated by Babić and Rotach

(2018) over a multi-level eddy-covariance tower placed on a heterogeneous surface. For all levels,



5.4. RESULTS AND DISCUSSION 137

Sv/Su reaches the theoretical value of 4/3; meanwhile, Sw/Su is significantly lower than this

reference and converge towards a value lower than 1. Chamecki and Dias (2004) concluded that

this behavior might be due to currently available sonic anemometers, which are unable to resolve

the full IS of the velocity spectra. Biltoft (2001) posed that this discrepancy between theory

and measurements is due to the anisotropy induced by shear and buoyancy in the IS. According

to Babić and Rotach (2018), another possible cause could be the consequence of the spectral

processing methods; however, from the COMPLEX results, it is not possible to associate this

discrepancy with processing methods since at least one of the sites reaches the expected value

according to the theory, i.e., 4/3. The isotropic ratio is anticipated theoretically, and as pointed

out by Biltoft (2001), there is no convincing experimental support for this theoretical ratio.

For the COMPLEX datasets, ε is evaluated for each velocity component separately. Results

are shown in Figure 5.10.

Figure 5.10: Box plots of the estimate dissipation rates for the three velocity wind components εu,v,w

for COMPLEX sites. The value of the mean ε for each station is listed above each set of box plots

For VF1, where the isotropic range is reached for both Sv/Su and Sw/Su ratios, the differences

between the estimated values of ε for the three velocity components are negligible. Those

differences increase significantly for the hillslope stations, as well as the spread within each

εi estimates. There is no correspondence between the dissipation rates estimated for both

horizontal components (i.e., εu,v), which is expected from results in Figure 5.9, but different

from previous results from Babić and Rotach (2018). Babić and Rotach (2018) found that εu

and εv estimates were aligned along a 1:1 line. There is an apparent trend in both hillslopes, with

εu being always larger and with larger dispersion than εi for the other two wind components.

For the stations in the western hillslope (i.e., WH1,3) εu > εv > εw, while for the opposite

hillslope 3 out of 4 stations (i.e., EH2,3,4) εu > εw > εv.

The non-dimensional dissipation rates Φεu,v,w as a function of ζ are presented in Figure 5.11.

Here we only show results for stations VF1 and EH3, two contrasting sites regarding their ’flux
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isotropic conditions’ according to results in Figure 5.10. The rest of the stations (not shown)

are in good agreement with the behavior seen in these two examples and the results in Figure

5.11.

Figure 5.11: Non-dimensional dissipation rate of the TKE versus the local stability parameter ζ for a)

Station VF1 and b) Station EH3, based on the three velocity components, longitudinal (green squares),

lateral (pink circles), and vertical (blue rhomboids). Lighter data points corresponds to each valid run,

while thicker edge-line symbols denote bin averages. Solid, dotted and dashed gray lines indicate ideal

HHF terrain reference curves of Kaimal and Finnigan (1994), Wyngaard et al. (1971) and Thiermann

(1990), respectively.

In agreement with the ε estimates, and validating the results of Stiperski and Calaf (2018),

data with close to isotropic turbulence (see VF1) matches the reference similarity relationships

better compared to cases with high anisotropy, which significantly deviates from the traditional

scaling relations (see EH3). Although there is a significant dispersion for both stability regimes

for Φε estimates in station VF1, the bin averages agree surprisingly well with the plotted ref-

erence curves, particularly with the function proposed by Thiermann (1990) for the unstable

regime.

5.5 Conclusions

The main objective of this research was to examine the applicability of local scaling to flux-

variance relationships of wind velocity fluctuations, scalars (temperature and humidity), and
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TKE dissipation rate in the boundary layer of a heavily-urbanized mountainous terrain in a

Tropical Andean Valley, using data from the COMPLEX campaign. The datasets consist of

seven-month time series from seven EC towers placed in a cross-section of the Aburrá Valley in

Colombia. Observations were conducted in the inertial sub-layer, with measurements varying

from zS/zH = 2.4 to zS/zH = 4.2.

Under conditions as complex as those of the Aburrá Valley, several fundamental assumptions of

the Monin–Obukhov similarity theory are largely violated, meaning that the application of local

scaling is highly recommended (-necessary). In general, the obtained results demonstrated that

the local similarity approach could characterize the standard deviations of velocity components,

scalars (temperature and humidity), and the TKE dissipation rate satisfactorily under the whole

stability range, showing the great potential of localizing the fluxes even in such complex surface.

However, it is certainly not as powerful as MOST, knowing that the coefficients for each scaling

function are linked to their respective measurement site. Although the scaled variables were

measured in different Valley locations with diverse surface characteristics, the functional forms

of the scaled relationships are similar to those obtained for ideal surfaces, indicating that MOST

can be considered a special case of local similarity.

A few remarks have to be made from the results, i) in the high-stable end of the stability

range, velocity wind components for some stations do not follow the z-less scaling hypothesis.

The curves continue increasing as ζ increases. ii) Addressing the scalar fluctuations, an enhanced

scatter can be observed in Φθ,q for all COMPLEX stations over the whole stability range.

Previous studies in complex-mountainous terrain observed the same results, except for Φq under

unstable stratification, where this behavior could result from the presence of the urban area

and/or associated to the tropical environment. iii) In the near-neutral regime, as expected,

temperature fluctuations diverge and tend to high values due to heterogeneities in the boundary

layer. Within this region, the slope for COMPLEX sites is (negatively) larger than the classical

-1/3 and, in all cases, larger than the recently -1 suggested by Tampieri et al. (2009), agreeing

with previous results from complex terrain (e.g., Sfyri et al., 2018). iv) Φq not independent from

ζ for all COMPLEX stations.

Although COMPLEX campaign sets in a mixed mountainous-urbanized environment, some

of the results suggest that the ’urban footprint’ prevails over the plausible effects of the rugged

topography, this based on previous results and conclusions from studies in both types of surfaces

found in the literature. In the case of the Aburrá Valley, a heavily urbanized area where on

average more than 75% of the EC towers surrounding areas are characterized as impervious-gray

structures, it could be reasonable that modifications of the flow and coherent structures forced

by the urban surface dominate dynamics in the local scale. However, under the local similarity

framework, this can not be conclusive of all mountainous-urbanized environments, given its site-
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dependency. Moreover, in general, results do not show any particular trend associated with the

features of the surface (e.g., surface roughness or slope). The multiple degrees of freedom in

such an environment make it very challenging to isolate the individual relative contribution of

the different surfaces or terrain features.



Chapter 6

Overarching Conclusions and Outlook

Observational campaigns are still the most reliable tool in order to characterize and understand

boundary layer processes at different scales in complex terrains, which will ultimately improve

the representation of those processes in numerical weather prediction (NWP) models. However,

deploying a field campaign is not an easy task. There are numerous challenges to face, especially

when dealing with surfaces that are far from the definition of ’ideal.’ Unfortunately, more than

80% of the earth’s surface is considered topographically complex; further, with the increasing

rate of urbanization of those mountainous areas, current NWP model parameterizations fall

extremely short when trying to reproduce land-atmosphere interactions in such complex envi-

ronments. If we also consider that NWP model physics is biased towards conditions found in

mid-latitudes, reliable observational networks in (sub)tropical areas, which are currently facing

aggressive growth rates, must be a top priority in order to improve numerical predictions for

environmental management issues.

In this research, using observations, we worked on some relevant questions regarding the

multiscale boundary-layer dynamics in an urbanized mountainous terrain, the Aburrá Valley

in the Andes. We first explore the multilayered structure of the boundary layer in the Valley,

and its implications on the onset of critical air quality episodes in the urban area due to the

poor ventilation associated with stably stratified atmospheres. In the Valley, the temperature

gradient between the surface and the lower troposphere is one of the primary modulators of the

ABL structure, followed by the characteristic heat structure of the urban area. In addition to

the diurnal cycle, the results suggest the existence of intra-annual and annual spectral peaks

triggered by ITZC modulation of cloudiness, precipitation, and surface incident radiation. When

the climate conditions are not favorable for ABL expansion, the anthropic emissions build up

and lead to critical air pollution episodes. In this sense, the amount of aerosol particles at the

lower troposphere is influenced both by anthropogenic emissions and by the vertical dispersion

conditioned by topography and the ABL dynamics.
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Regarding the spatial variability, differences in densities driven by the heterogeneous terrain

result in complicated, heterogeneous ABL heights and structures. For example, observational

evidence (supported by WRF simulations) in the Aburrá Valley showed significant differences

between ABL structure in the valley floor vs. the slopes in terms of maximum height and

maximum peak time, which appear to be linked to the differences in surface wind direction,

with upslope winds at the western hill acting to thicken the boundary layer height locally.

The mechanisms responsible for driven the onset of a convective boundary layer (CBL) were

also addressed. To understand and be able to predict when and under which conditions the

transition from a stably stratified atmosphere to an unstable one, meaning the activation of

land-atmosphere exchanges, is extremely important in heavily urbanized areas, given the clear

relationship of this with the dispersion of pollutants, and the development of extreme precipita-

tion events. To perform this analysis through the observations posed many challenges primarily

involved with the representativeness of the measurements. However, the followed methodology

allowed us to conclude that there certainly exists a proportional relationship between the energy

provided to the atmosphere in the form of sensible heat and the nighttime inversion strength;

however, this relationship is by no means simple.
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Aerial cable cars in medelĺın, colombia. Transportation Research Procedia, 4:55–67. Sustain-

able Mobility in Metropolitan Regions. mobil.TUM 2014. International Scientific Conference

on Mobility and Transport. Conference Proceedings.

Helfter, C., Tremper, A. H., Halios, C. H., Kotthaus, S., Bjorkegren, A., Grimmond, C. S. B.,

Barlow, J. F., and Nemitz, E. (2016). Spatial and temporal variability of urban fluxes of

methane, carbon monoxide and carbon dioxide above London, UK. Atmospheric Chemistry

and Physics, 16(16):10543–10557.

Helgason, W. and Pomeroy, J. W. (2012). Characteristics of the near-surface boundary layer

within a mountain valley during winter. Journal of Applied Meteorology and Climatology,

51(3):583–597.

Henao, J. J., Mej́ıa, J. F., Rendón, A. M., and Salazar, J. F. (2020). Sub-kilometer dispersion

simulation of a CO tracer for an inter-Andean urban valley. Atmospheric Pollution Research,

11(5):928–945.



BIBLIOGRAPHY 151

Henne, S., Furger, M., Nyeki, S., Steinbacher, M., Neininger, B., de Wekker, S. F. J., Dommen,

J., Spichtinger, N., Stohl, A., and Prévôt, A. S. H. (2004). Quantification of topographic

venting of boundary layer air to the free troposphere. Atmospheric Chemistry and Physics,

4(2):497–509.

Hennemuth, B. and Lammert, A. (2006). Determination of the Atmospheric Boundary Layer

Height from Radiosonde and Lidar Backscatter. Boundary-Layer Meteorology, 120(1):181–

200.

Herrera-Mej́ıa, L. and Hoyos, C. D. (2019). Characterization of the atmospheric boundary layer

in a narrow tropical valley using remote-sensing and radiosonde observations and the WRF
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